MAJOR FIELD OF STUDY “INFORMATION SYSTEMS AND TECHNOLOGIES”,
BACHELOR OF SCIENCE

QUALIFICATION PROFILE
Major field of study: Information Systems and Technologies
Degree: Bachelor of Science
Professional qualification: Expert in Information Systems and Technologies

The field of study "Information systems and technologies" is from an area of higher education 4.
Natural sciences, mathematics and computer science, in professional branch 4.6. Informatics
and computer science. Studying in the specialty of educational qualification degree "Bachelor of
science" has a full-time course lasting 4 years (8 semesters). Bachelor students of Information
Systems and Technologies obtain professional qualification "The expert of Information and
Communication technologies”.

|. REQUIREMENTS FOR THE PROFESSIONAL QUALITIES AND COMPETENCIES OF ADMITTED STUDENTS

The goal of the new specialty is to prepare quality professionals in the field of Information
system and technologies, needed both for business and for science and society.

The specialty Information systems and technology has a theoretical-practical focus. The
curriculum includes compulsory courses, providing basic general training in the field of
information systems and information technology. With the optional courses, the students have
the opportunity to choose and enrich their knowledge and practical skills for specific areas of
computer science, information technology, and information systems. The elective courses
provide students the opportunity to study specialized courses from mathematics, economics,
business, language learning and more.

The students receive thorough knowledge in the field of information processes and models,
technologies related to computer science, the use of different software products, design,
development, and implementation of software products for various fields of application.

|I. REQUIREMENTS TO PREPARATION OF STUDENTS COMPLETING THIS MAJOR FIELD OF STUDY

The students completed BSc degree in Information systems and technologies have to possess
following knowledge, skills and competences:
e toadaptand introduce program products and systems;

e totake part in development of program products and packages;
e to use mathematical models and software packages for solving real economic,
engineering and management problems in continuous and discrete macro systems;



e to solve various optimization problems;
e to use computer systems for automating the production process and management.

South-West University “Neofit Rilski” prepares qualified experts in Informatics that can apply
their knowledge and skills in the area of science, culture, education and economics in Bulgaria
and abroad.

In the process of learning, the students acquire complementary skills such as searching for
information in many different sources (book, scientific journal, internet etc.) for specific subject
areas; to prepare for the multimedia presentation and protection of various exchange projects
and tasks, reports, and research reports; a sufficiently high level of proficiency in English in the
field of information systems and technologies.

At completion of Bachelor of Science degree in Information systems and technologies, students
obtain:
e good preparation in the area of informatics and information systems and technologies as
well as solid practical skills conforming to modern European standards and requirements
e ability to apply in practice a wide range of technological tools and methods for solving
the problem and non-standard tasks;
e thinking style and affinity to the quickly changing requirements of the information
society;
e good opportunities for realizing as experts in Bulgaria or abroad;
e opportunity for successful continuation of education in higher degrees (Master of
Science and PhD) in Bulgaria and abroad.
e qualities of teamwork, responsibility, and self-learning.

[[l. THE AREA OF PROFESSIONAL DEVELOPMENT

Bachelor students of Information Systems and Technologies obtain good theoretical training
and practical and applied knowledge and they form professional qualities that give them the
opportunity to successfully realize as experts of information and communication technologies
(ICT), developers of software and software applications, system and network administrators,
database designers, graphic designers, software experts, applied programmers, web and
multimedia developers, etc., as well as to continue their education in Master programs.

The qualification characterization of the major field of study “Information system and
technologies” for BSc degree, with professional qualification “The expert of information
systems and technologies”, is a basic document that determines rules for developing the
curriculum. This qualification characterization is conformed with legislation in the area of
higher education in Republic of Bulgaria. It is consistent with the law on higher education in
Bulgaria, the State requirements for the acquisition of higher education in "Bachelor of
Science" and "Master of Science" degree, the European and the national qualifications
framework and regulations of the South-West University.



Information Systems and Technologies, bachelor’s degree 2023
CURRICULUM
Field of Study: INFORMATION SYSTEMS AND TECHNOLOGIES,
Duration of study: 4 years (8 semesters),
Degree: Bachelor of Computer Science
First Year
ECTS ECTS
| semester . Il semester .
credits credits
Compulsory Courses Compulsory Courses
Introduction in programming 6.0 Computer mathematics 2 6.0
Introduction in information systems and technologies 6.0 Languages and programming environments 6.0
Computer mathematics 1 6.0 Object oriented programming 6.0
Graphic design 6.0 Database 6.0
English language 1 6.0 Web design 6.0
Sport 0.0 Sport 0.0
Total 30 Total 30
Second Year
Il semester ECT.S IV semester ECT.S
credits credits
Compulsory Courses Compulsory Courses
Expert systems 6.0 E-commerce 6.0
Algorithms in graphs 6.0 Operation systems 6.0
Internet technologies 6.0 Mathematical logic 6.0
English language 2 6.0 Protection of intellectual property 6.0
Optional course 1 (First group) 6.0 Optional course 2 (Second group) 6.0
Sport 0.0 Optional course 3 (Third group) 3.0
Sport 0.0
Optional Courses (First group)
(Choose 1 course) Optional Courses (Second group)
Operations research 6.0 (Choose 1 course)
Programming with VBA 6.0 Programming in Python 6.0
Computer Games 6.0 Graphic design of printed and promotional 6.0
materials
Coding theory and cryptography 6.0
Discrete mathematics 6.0
Web mining 6.0
Optional Courses (Third group)
(Choose 1 course)
Norms and Standards of Information Security 3.0
Crises and Disasters 3.0
Academic Writing 3.0
Total 30 Total 30




Information Systems and Technologies, bachelor’s degree 2023
Third Year
V semester ECT.S VI semester ECT.S
credits credits
Compulsory courses Compulsory courses
Synthesis and analysis of algorithms 6.0 Computer security 45
Network and system administration 6.0 Web content management 45
Theoretical foundations of informatics 45 Probability and statistics 6.0
Computer architectures 45 Knowledge management 45
Software quality assurance 4.5 Optional course 5 (Fifth group) 6.0
Optional course 4 (Fourth group) 45 Optional course 6 (Sixth group) 45
Optional courses (Fourth group) Optional courses (Fifth group)
(Choose 1 course) (Choose 1 course)
Numerical analysis 4.5 Mathematical optimization 6.0
JavaScript programming 4.5 Virtual and Augmented Reality 6.0
Domain specific languages 45 Programming with .NET 6.0
Optional courses (Sixth group)
(Choose 1 course)
Project Management 45
Design and Analysis of Human Computer 4.5
Interactions
Pattern Recognition 4.5
Total 30 Total 30
Fourth Year
VIl semester ECT.S VIill semester ECT.S
credits credits
Compulsory courses Compulsory courses
Internet programming 6.0 Software engineering 6.0
Mobile application development 6.0 Information systems and technology in social 4.0
Specialized statistical software 6.0 media analysis
Optional course 7 (Seventh group) 6.0 Training at IT company 6.0
Optional course 8 (Seventh group) 6.0 Optional course 9 (Eight group) 6.0
Written state exam or defense of graduate thesis 10.0
Optional courses (Seventh group)
(Choose 2 courses) Optional courses (Eight group)
Web-based expert systems 6.0 (Choose 1 course)
Numerical optimization 6.0 Text mining 6.0
Developing database applications 6.0 Languages for artificial intelligence 6.0
Interactive multimedia technologies 6.0 Computer information systems 6.0
Audio and video file processing 6.0
NoSQL databases 6.0
Total 30 Total 30

Total credits for four academic years: 240 credits.

Language of Instruction: English.




FIRST YEAR — | SEMESTER (COMPULSORY COURSES)

INTRODUCTION IN PROGRAMMING

Semester: | semester

Type of course: Lectures and tutorials in computer lab.

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/FS
ECTS Credits: 6 credits

Department: Informatics

Lecturer: Prof. Daniela Tuparova, PhD

Course Status: core course.

Course description: The course is first in area in programming for the students. The course
includes topics related to syntax and semantics of programming languages, statements and
operators in programming languages, arrays and functions. The course is based on the C++
programming language.

Objectives: The student should obtain basic knowledge in the area of programming and
algorithms.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre-requirements: No

Assessment and Evaluation:
e Project-50%
e Final Test-50%
The course is successful completed with at least 51 % of all scores.

Registration for the Course: No
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:
Core
1. MuneH Metpos, Yeoa B nporpamupaHeTo (C/C++), YHuBepcuretcko usgatencrso CY ,Cs.
KnumeHT Oxpunackun®, 2012
2. Asvnos ., ®. 3nataposa, C++ B npumepwu, 3a4a4un n npunoxeHus, Npoceerta, 2011
Kpywkos X., NporpammpaHe Ha C++, 1 yacT - BbBegeHue B nporpamupaHeto, 2012
4. Topoposa M., lNporpamupane Ha C++, 1 yact, CUESA, 2010
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5. Topoposa M., u Konektns, COOpPHMK OT 3a4a4m No nporpamupaHe Ha C++, MbpBa YacrT,
YBog B nporpamupaHeto, TexHonornka 00/, 2008
6. [MpeseHTaumn n Kog Ha nporpamute dlearning.swu.bg

Additional
1. Ckot Maiiepc, Edektnsen C++, UK ,3ectlpec”, Coous 2003
2. [Oenuc KonucHuueHko. C / C++ - npakTUYecKo nporpamupaHe B npumepu, AceHesum,
2017
3. John Keyser, Introduction to C++: Programming Concepts and Applications, Series: The
Great Courses, Publisher: The Teaching Company, Year: 2019-08

On-line resources:
1. URL http://dlearning.swu.bg

INTRODUCTION IN INFORMATION SYSTEMS AND TECHNOLOGIES

Semester: | semester

Type of course: Lectures and tutorials in computer lab.

Hours per week: 2 lecture hours lectures and 2 hours tutorials in computer lab/FS
Credits numbers: 6.0 credits

Department: Informatics

Lecturer: Prof. Daniela Tuparova, PhD

Course Status: Core course in curriculum of major Information Systems and Technologies,
bachelor’'s degree.

Course description: The course involves basic concepts such as information, data, knowledge,
information system, business information systems, hardware and software components of IS
etc. The problems related to ICT jobs, copyrights and law issues in ICT.

Objectives: The student should obtain basic knowledge in area of IT and IS:
Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre-requirements: No (Introductory course)

Assessment and evaluation:
e Project-50%
e Final Test-50%
The course is successful completed with at least 51% of all scores.

Registration for the Course: not required (core course)



Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:

1. K. Manes, WN. Nanpxes, C. Manewkos, P. CtaiHos, . AceHosa, C. boes, E. Ctonnos, B.
dypHagkues, . Tynapos, M. Palikosa, M. MBaHos, C. l'eHueB, M. HukonoBa, OcHOBU Ha
nHdopmatukata, HEY, 2017

2. Ralph M. Stair, George W. Reynolds, Fundamentals of Information Systems, Sixth Edition,
2012 Course Technology, Cengage Learning

3. BRIAN K. WILLIAMS,| STACEY C. SAWYER, Using Information Technology. A Practical
Introduction to Computers & Communications, McGraw-Hill, 2011

4. URL http://dlearning.swu.bg

COMPUTER MATHEMATICS 1

Semester: | semester

Course Type: lectures and lab exercises

Hours per Week: 2 lecture hours and 2 lab hours per week/FS
ECTS Credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. llinka Dimitrova, PhD

Course Status: Compulsory Course

Course Description: Computational Mathematics 1 (CM 1) is an up-to-date and useful scientific
field - a set of theoretical, algorithmic and hardware programming tools designed to efficiently
solve with the help of a computer mathematical problems with a high degree of visualization at
each stage of the study of: sets and operations with them, elements of combinatorics, elements
of analytical geometry - lines, planes, curves and surfaces of the second degree, elements of
linear algebra — matrices, determinants, systems of linear equations, complex numbers and
polynomials, functions of one variable. It aims to motivate and deepen students' knowledge of
the possibilities of modern systems for computer mathematical calculations and visualization, as
well as to build skills for independent modelling and solving applied mathematical problems
using systems for mathematical calculations, providing speed, visibility and practical orientation
of the course.

Course Objectives: Students should obtain knowledge and skills for computer solutions of
mathematical problems using systems mathematical calculations.



Teaching Methods: lectures and lab exercises, discussions, practical work with mathematical
computing systems WolframAlpha, Matlab, Mathematika, Maple, MathCad, Scilab, FreeMath,
Maxima, Octave.

Requirements/Prerequisites: The assessment from current control is shaped by two control
works developed using SCM, one course project and two home assignments. Students are
admitted to the exam (written final test) minimum grade average / 3 / from current control. The
final score takes into account the results of the current control (75%) and the score from the
written exam (25%).

Registration for the Course: not necessary

Registration for the Exam: coordinated with lecturer and Student Service Department

GRAPHIC DESIGN

Semester: | semester

Course type: lectures and exercices

Hours per week: 2 lecture hours and 2 lab hours per week/FS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, PhD

Course status: Fundamental Course in the Information Systems and Technologies, Bachelor of
Science

Course description: The course aims to introduce students to the theoretical foundations of
graphic design and its importance to information technology. Software for creating and editing
raster and vector images are used to illustrate the studied theory. The knowledge that students
will gain will help them create and edit various graphic objects, create graphic galleries, know
the rules for good design, and can select appropriate colours and fonts. The course is adapted
towards the students of the "Information Systems and Technologies" specialty, at South-West
University "Neofit Rilski" Blagoevgrad. It is the basis of the courses in Graphic Design of Printed
and Promotional Materials, Mathematical Foundations of Computer Graphics, and Mobile
Applications Development.

Course objectives This course aims to provide students with knowledge and additional training
in the theory and practice of graphic design. They will learn about the methods of digital image
processing, how to create vector and raster graphics and animation.

Teaching methods: Lectures, demonstrations, work on project and teamwork.



Requirements: Needed basic knowledge of information technology.

Assessment: Evaluating the student shall be carried out on the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and paper. Students who have a minimum average estimate /3/ of the current control are not
allowed to test the regular session. They must present additional development and evaluation
after receiving at least medium /3/ be admitted to the written examination of supplementary or
liguidation session. The final estimate is derived from the average of the current control and
evaluation of the written exam.

Registration for the course: Not necessary.

Registration for the exam: Coordinated with the lecturer and Student Service Department.

References:

1. M. Monteiro (2012) “Design is a job”, A Book Apart

2. P.Whitt (2016) “Pro Photo Colorizing with GIMP”, Apress.

3. J. M. Ferreyra (2011) “GIMP 2.6 Cookbook”, Packt Publishing.

4. T.Bah (2017) Inkscape: Guide to a Vector Drawing Program, 5th Edition;
http://tavmjong.free.fr/INKSCAPE/MANUAL/html/.

5. B. Hiitola (2016) “Inkscape 0.48 Starter”, Packt Publishing.

6. M. Jurkovic R. DiScala (2011) “Inkscape 0.48 Illustrator’s Cookbook”, Packt Publishing.

7. W.Jackson (2015) “Digital Illustration Fundamentals”, Apress.

8. L. Mathis (2016) “Designed for Use”, 2nd Edition, Pragmatic Programmers.

9. J.Shariat, and C. S. Saucier (2017) “Tragic Design”, O’Reilly Media.

10. D. Walsh (2015) “2D Game Art”, AtomicVertex.com.

11. J. DiMarco (2010) “Digital Design for Print and Web”, Wiley.

12. N. lliinky, J. Steele (2011) “Designing Data Visualizations”, O’Reilly Media.

13. J.Jatz (2012) “Designing Information. Human factors and common sense in information
design”, Wiley.

14. P. Shirley, S. Marschner (2009) “Fundamentals of Computer Graphics”, CRC Press.

15. K. YUnkuHcbH (peaaktop) (2014) ,3Haum n cumsoaun. MntocTpoBaH CNpaBoYHMK 33
TeXHUs Npousxon U 3HayeHne", KHuromaHums.

16. C1. Manewkos, B. leoprues (2014) ,KomntoTbpHa rpadmka n ¢poTopeanncTniHa
BU3yanmsaumna“, Hos 6barapckm yHUBepcuTeT.

17. B. T'nnyka (2016) OcHoBwM Ha BeKTOpHaTa rpaduka, Anekc Coodr.

18. J. M. Blain (2016). The Complete Guide to Blender Graphics: Computer Modeling &
Animation. AK Peters/CRC Press.

19. L. Flavell (2011). Beginning Blender: Open-Source 3D Modeling, Animation, and Game

Design. Apress.



ENGLISH LANGUAGE 1

Semester: | semester

Course type: Seminars

Hours (weekly): 2 hours per week/FS
Number of ECTS credits: 6
Department: Informatics

Instructor: Assist. Prof. Bogdan Filatov

Type of the course in the curriculum: Compulsory course in the "Information System and
Technologies" B. S. Curriculum

Course description: The course in practical English for "Computer systems and technologies" is
aimed at mastery of the basic language skills corresponding to the first level - Elementary. The
course is starting construction of communicative competence as the ability to understand and
draw meaningful oral and written statements in accordance with the rules of English. During the
training, students expand and deepen their knowledge and language skills in English, acquired in
high school, that build on old knowledge, assimilated and new learning material and form
strategies for self-study and improvement. It is envisaged that during the absorption of specific
pedagogical and technical terminology, which will allow students to navigate the English
language literature. At the end of the course students should be able to listen, read and
understand different texts in English to talk on specific topics, to express themselves orally and
in writing their views on an issue.

Course goals: Familiarizing students with the peculiarities of speech presentation and etiquette
dating in formal and informal environments. Presentation of the most common vocabulary
related to everyday life, family, work, leisure. Learning the meaning and use of personal and
possessive pronouns, the forms of the present simple tense, membership, and the formation of
plural nouns. Absorption of some forms of speech etiquette: apology, congratulations,
gratitude, etc.

Teaching methods: Seminars
Prerequisites: None

Examination and assessment procedures: Continuous assessment during the semester (two
tests).

Course enrolment: Students should submit an application at the academic affairs department at
the end of the current semester.

Registration for examination: coordinated with the lecturer and the academic affairs
department.



References:

1.

o

Soars, John & Liz, New Headway Elementary - fourth edition, Oxford University Press,
2011

Soars, John & Liz, New Headway Pre-Intermediate - fourth edition, Oxford University
Press, 2012

Raymond Murphy, English Grammar in Use, fourth edition with answers, Cambridge
University Press, 2012

[oHueBsa, flnnua, AHIANNCKK rnaronHun spemeHa, Skyprint, 2009

PaHkoBa, M., MBaHoBa, L., AHrnuMinCcKa rpamaTuka, Hayka u uskycreo, Coous, 2010
Carter, R., McCarty, M., Mark, G., O’Keeffe, A., English Grammar Today: An A-Z of Spoken
and Written Grammar, Cambridge University Press, 2011



FIRST YEAR — Il SEMESTER (COMPULSORY COURSES)

COMPUTER MATHEMATICS 2

Semester: [l semester

Course Type: lectures and lab exercises

Hours per Week: 2 lecture hours and 2 lab hours per week/SS
ECTS Credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Vasil Grozdanov, DSc

Course Status: Compulsory Course

Course Description: Computer mathematics 2 (CM 2) is a topical and useful scientific field - a set
of theoretical, algorithmic and hardware programming tools designed to effectively solve with
the help of a computer mathematical problems with a high degree of visualization at any stage
of the study of integral and differential calculus, elements of higher algebra, number theory,
analysis of algorithms. It aims to motivate and deepen students' knowledge of the possibilities
of modern systems for computer mathematical calculations and visualization, as well as to build
skills for independent modelling and solving applied mathematical problems using
WolframAlpha and open-source mathematical computing systems, providing speed, visibility
and practical orientation of the course.

Course Objectives: Students should obtain knowledge and skills for computer solutions of
mathematical problems using systems mathematical calculations.

Teaching Methods: lectures, discussions, independent work, practical work with mathematical
computing systems WolframAlpha, Matlab, Mathematika, Maple, MathCad, Scilab, FreeMath,
Maxima, Octave.

Requirements/Prerequisites: Students should obtain knowledge and skills of Computer
Mathematics 1, Introduction in Information Systems and Technologies, Fundamentals of
Programming, Web Systems and Technologies

Assessment: The assessment from current control is shaped by two control works developed
using SCM, one course project and two home assignments. Students are admitted to the exam
(written final test) minimum grade average / 3 / from current control. The final assessment
takes into account the results of the current control (75%) and the score from the written exam
(25%).



Registration for the Course: not necessary

Registration for the Exam: coordinated with lecturer and Student Service Department

LANGUAGES AND PROGRAMMING ENVIRONMENTS

Semester: [l semester

Course Type: lectures and labs

Hours per week: 2 lecture hours and 2 labs hours per week/SS

ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Velin Kralev, PhD

Course Status: Compulsory Course in the Information System and Technologies B. S. Curriculum

Course Description: The course introduces students to some of the most commonly used
modern languages for object-oriented programming, as well as the most commonly used
modern environments for visual design and event-oriented programming. The aim of the course
is to acquaint students with the basic principles of application development with modern
programming languages and the principles of organization of the most popular development
environments. The most important practical topics covered are related to basic software
development tools, version control, basic language tools and libraries that are available and
distributed within the relevant environments. The course looks at the capabilities of some of the
modern programming languages, discussing approaches focused on object-oriented
programming, including. inheritance and polymorphism, creation of event-oriented applications
and other basic capabilities.

Course Aims: The aim of the course is to familiarize students with the principles of application
development with modern programming languages and principles of the organization of the
most popular development environments.

Teaching Methods: lectures, demonstrations, work on project and teamwork.

Requirements/Prerequisites: Needed basic knowledge of programming, operating systems, and
computer architectures.

Assessment: written final exam
Registration for the Exam: coordinated with the lecturer and Student Service Department

References:



1. C++Builder Developer's Guide (2020). Retrieved from:
docwiki.embarcadero.com/RADStudio/Rio/en/C%2B%2BBuilder_Developer%27s_Guid
e.

2.  Windows Developer's Guide (2020). Retrieved from:
docwiki.embarcadero.com/RADStudio/Rio/en/Windows_Developer%27s_Guide_Index

3. Marc Gregoire, Van Weert Peter. C++17 Standard Library Quick Reference, 2nd Edition.

A PocketGuide to Data Structures, Algorithms, and Functions. Apress, 2019.

Mike McGrath. C++ Programming in easy steps, 5th Edition. Easy Steps Limited, 2017.

Ray Lischner. Exploring C++. The Programmer's Introduction to C++. Apress, 2008.

Marc Gregoire, Peter Van Weert. C++ Standard Library Quick Reference. Apress, 2016.

Bjarne Stroustrup. The C++ Programming Language, 4th Edition. Pearson Education,

Inc., 2013.

8. David M. Mount, Michael T. Goodrich, Roberto Tamassia. Data Structures and
Algorithms in C++, 2nd Edition. John Wiley & Sons, Inc., 2011.

9. Component Writer's Guide (2020). Retrieved from:
docwiki.embarcadero.com/RADStudio/Rio/en/Component_Writer%27s_Guide_Index.
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OBJECT-ORIENTED PROGRAMMING

Semester: [l semester

Course Type: lectures and lab exercises

Hours per week: 2 lecture hours and 2 labs hours per week/SS
ECTS credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslav Mavrevski, PhD

Course Status: Fundamental course from the Information Systems and Technologies Bachelor
Curriculum

Course Description: In the course students are introduced with methods and means of Object-
oriented programming The course is providing basic knowledge in development of algorithms,
their programming using particular programming language and running and testing of the
programs under certain operation system. The structure and the main operational principles of
the computer systems are given. The means and accuracy of information presentation are also
considered. Some of the key classes of algorithms and data structures are studied. The main
techniques of the structural approach of programming and their application using C++
programming language are introduced. The aim of the course is to teach the students the
techniques in development of algorithms and programs using C++ programming language. The
knowledge will be used in the general theoretical, technical and some special courses.



Course Objectives: Basic objectives and tasks:
e The students give knowledge for algorithm thinking;
e to give knowledge for methods and skills in Object-oriented programming in integrated
development environment for visual programming;
e To give knowledge for methods and skills in programming.
e to give knowledge for good style in programming;
e to give knowledge for basic principles when develop applications

Teaching Methods: lectures, tutorials, group seminars or workshops, projects, and other
methods.

Requirements/Prerequisites: The course is continued of the course “Introduction in
programming”.

Assessment: Evaluating the student shall be carried out on the sixth-grade scale. Current
control is performed during the semester's laboratory sessions through two practical tests and
one homework assignment. The course ends with a written exam on the material according to
the attached syllabus. When shown a weak exam score, the student appears on the makeup
exam and retains the information received from the coursework assessment.

Registration for the Course: not necessary.
Registration for the Exam: Coordinated with the lecturer and Student Service Department

References:

1. Maiiepc, CKot, Mo-edpektmBeH C++: 35 HaumMHa ga nomobpute cBOMTE MpOrpamm U
npoektu. Codus: 3eCT Mpec. ISBN 954-9341-03-8, 2004.

2. Meyers, S., Effective C++: 55 specific ways to improve your programs and designs, 3rd
Edition. Addison-Wesley Professional. ISBN 978-0321334879, 2005.

3. Meyers, S., More effective C++: 35 new ways to improve your programs and designs.
Addison-Wesley Professional. ISBN 978-0201633719, 1996.

4. Overland, Brian, C++ Without Fear: A Beginner's Guide That Makes You Feel Smart, 2nd
Edition. Prentice Hall. ISBN 978-0132673266, 2011.

5. Stroustrup, Bjarne, Programming: Principles and Practice Using C++, 2nd Edition.
Addison-Wesley. ISBN 978-0321992789, 2014.

6. Stroustrup, Bjarne, The C++ Programming Language, 4th Edition. Addison-Wesley. ISBN
978-0321563842, 2013.

7. Reese, Richard M, Understanding and Using C Pointers. Core Techniques for Memory
Management. O'Reilly Media. ISBN 978-1-4493-4418-4, 2013.

8. Vandevoorde, David; Josuttis, Nicolai M., C++ Templates: The Complete Guide.
Addison-Wesley. ISBN 0201734842, 2002.



DATABASE

Semester: [l semester

Course Type: lectures and exercises

Hours (weekly): 2 lecture hours and 2 hours exercises in computer lab/SS
ECTS Credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Velin Kralev, PhD

Course Status: Compulsory course from the Curriculum.

Short Description: In the proposed curriculum, basic questions from the theory of "Databases"
are considered, such as: conceptual model of databases - it includes the main tasks that solve
the problems posed by the contracting authority; logical model of the database - includes the
logical connections between the various data that are the basis of the developed database;
physical model of the databases - represents their physical implementation (location,
connections and information management).

Teaching Methods: lecture, discussion, exercises.
Requirements/Prerequisites: Knowledge of Mathematics and Programming.

Exam:
e Current control - 60% of the assessment
e Written exam - 40% of the grade

Registration for the course: Compulsory course
Registration for the exam: Coordinated with lecturer and Students Service Department

References:
Basic:
1. 3anucku ot nekyumn.
2. Nasen A3bnos. basu oT gaHHKU. PenaumoHeH n obekTeH noaxoa, TexHuka, 1991 r.
3. HOnuaHa MeHesa, basn ot gaHHW. | vyact. Codusa, UK "Peranma " 6, 2003 r.
4. Ullman, J., Widom, J., DATABASE SYSTEMS The Complete Book (2rd ed), Upper Saddle
River, 2009, New Jersey.
5. S. K. Singh. Sing Database Systems: Concepts, Design and Applications, 2009, Pearson
India.
6. Rex Hogan. (2018) A Practical Guide to Database Design, CRC Press, USA.

Additional
1. Shepherd J.C. Database management: Theory and Application. Irwin Inc.,USA 1990.



Mewep O.p Teopus penaumoHHbix 6a3 gaHHbIx. Msgatenbctso "Mup". 1987.

Vidya Vrat Agarwal, Beginning C Sharp 5.0 Databases, 2012 New York Press.

Alapati and Bill Padfield, Expert Indexing in Oracle Database, 2011, New York Press.
Henry H. Liu, Oracle Database Performance and Scalability A Quantitative Approach,
2011 A Jon Wiley and Son, US.
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WEB DESIGN

Semester: [l semester

Course Type: lectures and lab exercises

Hours per week: 2 lectures and 2 lab hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, PhD

Course Status: Compulsory Course in the Information Systems and Technologies in Bachelor of
Science Curriculum

Description: The proposed curriculum, issues, and techniques in the field of modern web
systems and technologies. Presented are techniques related to the construction of static and
dynamic web pages, and their integration into comprehensive sites. Consider the following
topics: Introduction to Web technology; Introduction to the language HTML. HTML document
structure; Types of symbols and their formatting. Structuring and shaping of texts. Lists; Use of
multimedia objects and formatting in HTML with CSS. Designing a logo; Creating and layout of
tables with HTML and CSS; Working with containers. Positioning objects. Align Objects, Selection
of colors. Color schemes. Fonts and Typography. Textures; Creating web forms; Hyperlinks.
Maps of images. Anchors. Menus; JavaScript and JQuery. XML; Creating web graphics in a
browser; Adaptive web design. Design Principles of the Web interface; Web services, blogs, and
social networks. Databases on the web; Semantic web and metadata.

Course Aims: The course aims to provide students with a comprehensive idea about the
structure and capabilities of modern web technologies. Free to use the terminology and have
practical experience in the development of static websites.
After completion of the course students should be able to:

e Use language HTML, XHTML, CSS, and through them to create Web sites.

e Knowledge of current development environments for the Web.

Teaching Methods: Lectures, demonstrations, exercises and project work.



Requirements/Prerequisites: Needed basic knowledge of information technology.

Assessment: Evaluating the student shall be carried out on the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and tasks solved during the semester. Students who have a minimum average estimate /3/ of
the current control are not allowed to test the regular session. They must present additional
development and evaluation after receiving at least medium /3/ be admitted to the written
examination of supplementary or liquidation session. The final estimate is derived from the
average of the current control and evaluation of the written exam.

Registration for the Course: Not necessary

Registration for the Exam: Coordinated with the lecturer and Student Service Department

References:
1. Giovanni Difeterici, The Web Designer's Roadmap, SitePoint, 2012

2.

o v kW
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10.

11.

12.
13.

14.

15.

16.

Jason Beaird, The Principles of Beautiful Web Design, SitePoint, 2010

Steve Fulton and Jeff Fulton, HTML5 Canvas, 2" Edition, O’Reilly Media, 2013

Bill Scott and Theresa Neil, Designing Web Interfaces, O’Reilly Media, 2009

Lara Callender Hogan, Designing for Performance, O’Reilly Media, 2015

Antdnio Pratas, Creating Flat Design Websites: Design and develop your own flat design
websites in HTML, Packt Publishing, 2014

Jorg Krause, Introducing Web Development, Apress, 2016

Joshua Johanan, Talha Khan and Ricardo Zea, Web Developer's Reference Guide, Packt
Publishing, 2016

Jason Gonzales, Mobile First Design with HTML5 and CSS3, Packt Publishing, 2013

Brian P. Hogan, Web Design for Developers: A Programmer’s Guide to Design Tools and
Techniques, The Pragmatic Bookshelf, 2009

Peter Gasston, Multi-Device Web Development with HTML5, CSS3, and JavaScript, No
Starch Press, 2013

Clarissa Peterson, Learning Responsive Web Design, O'Reilly Media, 2014

Bill Evjen, Scott Hanselman, Devin Rader, Professional ASP.NET 4 in C# and VB, Wiley
Publishing, 2010

Dafydd Stuttard and Marcus Pinto, The Web Application Hacker’s Handbook: Finding
and Exploiting Security Flaws, Second Edition, Wiley Publishing, 2011

Alexis Goldstein, Louis Lazaris, and Estelle Weyl, HTML5 & CSS3 for the Real World,
Sitepoint, 2015

Aditya Ravi Shankar, Pro HTML5 Games: Learn to Build your Own Games using HTML5
and JavaScript, " Edition, Apress, 2017



17.

18.

19.

20.

21.
22.
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24

A. Flanagan and S.M. Maniatis, Intellectual Property on the Internet, University of
London, 2008;
http://www.londoninternational.ac.uk/sites/default/files/intellectual_property_intern
et.pdf

WIPO, The Enforcement of Intellectual Property Rights: A Case Book, 2012;
http://www.wipo.int/edocs/pubdocs/en/intproperty/791/wipo_pub_791.pdf

Oenunc KonncHuueHko, HTML 5 & CSS 3 npakmu4ecko npozpamupaHe 3a Ha4uHaewu,
n3a. AceHesum, 2012

MiocTuH Tomac, lMpoepamupare Ha WEB dusaliiH, n3a. HoBu 3HaHuA, 2013

Anpenns Pawunpos, HTML, XHTML & CSS, n3pa,. AceHeBuu, 2012

Cepreit Cokonos, CSS3 6 npumepu, n3g,. AceHesum, 2012

. Beaird, J., Walker, A., & George, J. (2020). The principles of beautiful web design.
SitePoint Pty Ltd.

. Kaushal, U., Singh, G., & Parashar, T. (2022, October). Responsive Webpage Using HTML

CSS. In 2022 International Conference on Cyber Resilience (ICCR) (pp. 01-04). IEEE.



SECOND YEAR — 11l SEMESTER (COMPULSORY COURSES)

EXPERT SYSTEMS

Semester: Ill semester

Type of Course: Lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/FS
Credits Number: 6,0 credits

Department: Informatics

Lecturer: Assoc. Prof. Irena Atanasova, PhD

Course Status: Compulsory.

Course description: The course "Expert Systems" aims to acquaint students with the basic
theoretical and practical knowledge of the structure, characteristics and tools for developing
expert systems.

For a better understanding of the presentation, preliminary preparation in the basics of
informatics, mathematical logic and programming languages is necessary.

The content is structured in a way to clarify the basic concepts and characteristics of artificial
intelligence systems; the main methods of presenting and using knowledge; the architecture
and classification of expert systems; examples of successfully operating expert systems and the
tools and environments that can be used to create them; the technology for creating expert
systems; uncertainty representation methods, for plausible inference and machine learning in
expert systems. The course is supported by numerous examples that can serve as models for
solving practical problems.

Objectives: The course aims to provide new knowledge related to the ways of modeling and
representing knowledge and the creation of expert systems. Emphasis is placed on the
preparation of a final finished product including all necessary applications to it.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre- requirements: C++ programming

Assessment and Evaluation
e Tutorial - 70%
e Final Test-30%

The course is successful completed with at least 51% of all scores.

Registration for the Course: not required (core course)



Registration for the Exam: coordinated with the lecturer and the Student Service Office

References

1. Jackson, P. Introduction to Expert Systems (3rd ed.). Addison-Wesley, 1998

2. Russell, S., P. Norvig. Artificial Intelligence: A Modern Approach (3rd ed.). Pearson
Education Ltd., 2010.

3. Joseph C. Giarratano, Gary D. Riley, Expert Systems: Principles and Programming, Course
Technology, 2005

4. WpeHa AtaHacoBa, Cb3gaBaHe Ha eKcrnepTHU cuctemu (Expert Systems Development),
U3patenctso Ha HO3Y ,H. Punckn”, oHnanH nspaxue, 2018

ALGORITHMS IN GRAPHS

Semester: Il semester

Course Type: lectures and labs

Hours per week: 2 lecture hours and 2 laboratory hours per week/FS

ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Velin Kralev, PhD

Course Status: Compulsory Course in the Information System and Technologies B. S. Curriculum

Course Description: In this course are considered some elements of the following main topics:
introduction in graph theory (essential concepts and definitions. modeling with graphs and
networks, data structures for networks and graphs; computational complexity; heuristics; tree
algorithms (spanning tree algorithms. variations of the minimum spanning tree problem.
branchings and arborescences); shortest-path algorithms (types of shortest-path problems and
algorithms, shortest- paths from a single source, all shortest-path algorithms, the k- shortest-
path algorithm, other shortest paths).

Course Aims: Students should obtain basic knowledge and skills for solving optimization
problems for graphs and networks.

Teaching Methods: lectures, demonstrations, problem solving.

Requirements/Prerequisites: needed basic knowledge of programming, data structures,
databases, and other.

Assessment: written final exam
Registration for the Course: not necessary

Registration for the Exam: coordinated with the lecturer and Student Service Department



References:

1. Nicos Christofides. Graph Theory an algorithmic approach. Academic Press, New York,
London, San Francisco, 1975.

2. Wilson RJ. Introduction to graph theory, 5th ed. Prentice Hall, 2010.

3. James R. Evans, Edward Minieka. Optimization Algorithms for Networks and Graphs, 2nd
Edition. New York, 1992.

4. Hakos I, Oobpukos IN. Mporpamupane = ++ Anroputmu. MNeto nsganue, Codun, 2015.

5. EvansJ., Minieka, E., Optimization Algorithms for Networks and Graphs, Second Edition,,
Inc., New York and Basel, 1992.

6. Erciyes K. Guide to Graph Algorithms: Sequential, Parallel and Distributed, Springer,
2018.

7. Goldengorin B. Optimization Problems in Graph Theory, In Honor of Gregory Z. Gutin's
60" Birthday Springer International Publishing AG, 2018.

8. Ronald Gould. Graph Theory (Dover Books on Mathematics. 2012. US California.

9. Lih-Hsing Hsu , Cheng-Kuan Lin, Graph Theory and Interconnection Networks.
1420044818;

INTERNET TECHNOLOGIES

Semester: Ill semester

Course Type: lectures and tutorials in a computer lab.

Hours per week: 2 lecture hours and 2 laboratory hours per week/FS

ECTS credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Nadezhda Borisova, PhD

Course Status: A core course in the curriculum of major IST, bachelor’s degree.

Course Description: The course is an introduction to the design of Web-based Internet/Intranet
information systems based on Oracle Application Express technology.

Course Objectives The student should obtain knowledge of:
e Design of Internet/Intranet Web-based information systems.
e Practical aspects of Internet/Intranet Web-based information systems development.

Teaching Methods: lectures, tutorials, discussions, project-based method.
Requirements: Database systems (core course), Web Design (core course)

Assessment:
e Project- 50%



e Final Test- 50%
The course is successfully completed with at least 51% of all scores.

Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:

1. Oracle Corporation, Oracle Database® Database Concepts 19¢, February 2020

2. Oracle APEX App Builder User's Guide, Release 23.1, F74108-02, Copyright © 2003, 2023,
Oracle and/or its affiliates. Primary Author: Terri Jennings

3. Oracle APEX SQL Workshop Guide, Release 23.1, F74113-02, Copyright © 2008, 2023,
Oracle and/or its affiliates. Primary Author: John Godfrey

4. Oracle APEX Administration Guide, Release 23.1, F74107-02, Copyright © 2003, 2023,
Oracle and/or its affiliates. Primary Author: Terri Jennings

5. Rick Greenwald, Beginning Oracle® Application Express, ISBN 9780470388372.

ENGLISH LANGUAGE 2

Semester: [l semester

Course Type: seminars

Hours per week: 2 hours per week/FS

ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assist. Prof. Bogdan Filatov

Course Status: Compulsory Course in the Information System and Technologies B. S. Curriculum

Course Description: The English language course — part Il aims at mastering and improving the
skills and knowledge, acquired during the first part of the course. The students become
acquainted with advanced grammatical categories and verb tenses like Past Continuous Tense,
Present Perfect Continuous Tenses, Past Perfect Tense, modal verbs, Reported Speech, etc. The
course widens the lexical scope that is taught, and emphasizes its practical application in
translations, essays, discussions. Via suitable English-Bulgarian and Bulgarian-English
translations the students practice the new lexis and learn technical terms from the sphere of
computer science and information technologies.

Course Goals: The goals of the course are to enable students to speak and write effectively and
confidently in their professional and personal lives. Students become acquainted with the basic
terminology in the specific field.

Teaching Methods: Seminars

Requirements/Prerequisites: Elementary level of English language competence



Assessment: Continuous assessment during the semester (two tests)
Registration for the Course: not necessary

Registration for the Exam: coordinated with the lecturer and Student Service Department

References:
1. Soars, John & Liz, New Headway Elementary - fourth edition, Oxford University Press,
2011

2. Soars, John & Liz, New Headway Pre-Intermediate - fourth edition, Oxford University
Press, 2012

3. Raymond Murphy, English Grammar in Use, fourth edition with answers, Cambridge
University Press, 2012

4. [oHueBa, /Innns , AHINNCKKN rnaronHun Bpemena, Skyprint, 2009

PaHkoBa, M., MBaHoBa, L., AHrnMincKa rpamaTtuka, Hayka u uskycreo, Coous, 2010

6. Carter, R., McCarty, M., Mark, G., O’Keeffe, A., English Grammar Today: An A-Z of Spoken
and Written Grammar, Cambridge University Press, 2011.
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SECOND YEAR — 1l SEMESTER (OPTIONAL COURSES)

OPERATIONS RESEARCH

Semester: Ill semester

Course Type: lectures and exercises

Hours per week: 2 lecture hours and 2 exercises hours per week/FS
ECTS credits: 6.0

Department: Informatics

Lecturer: Prof. Stefan Stefanov, PhD

Course Status: Optional course in Information systems and technologies BSc Curriculum.

Course Description: The course in Operations Research includes the following main topics: basic
concepts in Operations Research; deterministic models, models with uncertainty and stochastic
models, especially the facility location (production planning) problem in deterministic and
stochastic version; stochastic programming and stochastic quasigradient methods; dynamic
programming and Bellman’s principle of optimality; the concept of algorithm, algorithmic
(computational) complexity and NP-hard problems; discrete (including integer) optimization
problems and network optimization; scheduling theory; queueing theory; game models, matrix
game theory and the relationship between matrix game theory and linear programming;
decision making theory; fuzzy sets and their application to decision making and management;
multi-objective (vector) optimization and Pareto optimality; Markov processes (discrete and
continuous); the concept of Monte-Carlo methods and their applications. Software for solving
some of the problems under consideration will also be demonstrated.

Course Objectives: Students should obtain knowledge about basic results and methods for
studying various real objects, events, phenomena, etc. by using mathematical methods and
computes.

Teaching Methods: lectures and tutorials

Requirements/Prerequisites: Numerical Analysis, Mathematical Optimization

Assessment: written final exam on two theoretical topics (grade weight is 40 %); two projects
(grade weight is 60 %).

Registration for the Course: by request at the end of the previous academic year

Registration for the Exam: coordinated with lecturer and Student Service Department
References:

Basic Titles:



1. E.S. Vencel —, Operations Research: Problems, Principles, Methodology“, 3-rd ed., Knorus,
Moscow, 2014.

2. Yu.P. Zaichenko — “Operations Research”, Slovo, Kiev, 2003.

3. S. M. Stefanov — “Quantitative Methods of Management”, 2003 (in Bulgarian).

Additional Titles:

4. Hamdy A. Taha — ,Operations Research. An Introduction”, 10-th ed., Pearson, USA, 2017.

5. S. M. Stefanov — “Separable Optimization. Theory and Methods”, Springer, New York, 2021.

PROGRAMMING WITH VBA

Semester: Il semester

Course Type: lectures and exercises

Hours per week: 2 lecture hours and 2 exercises hours per week/FS
ECTS Credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Nadezhda Borisova, PhD

Course Status: An elective course in the curriculum of major Information Systems and
Technologies, bachelor’s degree.

Course description: The course examines the possibility of programming in Microsoft Office
based on the Visual Basic for Applications (VBA) language built into Office applications. Students
will learn basic methods for creating VBA-macros, allowing one to extend the possibilities of MS
Word, MS Excel and MS PowerPoint applications and to solve specific tasks in the environment
of the Office package. Tasks to create a user-friendly interface will also be covered.

Objectives: The purpose of the course is for students to become familiar with the basic
concepts of calculations in MS Excel, to acquire skills in creating macros and algorithmizing tasks
in the product, and to be able to compile programs in the Visual Basic for Application (VBA)
language.

Teaching Methods: lectures, tutorials, discussions, project-based method.
Requirements: Basic knowledge of Informational Technologies and Programming.

Assessment:
e Project- 50%
e Final Test- 50%
The course is successfully completed with at least 51% of all scores.

Registration for the Course: by request at the end of the current semester



Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:
1. Sequeira, J. (2020), Programming EXCEL with VBA.
2. Blanco, G. (2020). Recode In VBA: Learn to Automate Excel by Programming a Fully
Functional Model.. United States: Holler Data LLC.
3. Sanchez, E. N. (2022). Programming PowerPoint with VBA Straight to the Point. United
States: Holy Macro! Books.
4. VBA Notes for Professionals book. (2023). Concepts Books Publication.

COMPUTER GAMES

Semester: Il semester

Course Type: seminars and laboratory exercises

Hours per week: 1 seminar hour and 3 laboratory hours per week/FS

ECTS credits: 6.0 credits

Department: Informatics

Instructor: Assist. Prof. Dimiter Chakalov

Course Status: Optional Course in Bachelor of Information systems and technology

Course Description: The course introduces students to the C# programming language and the
Unity platform, with the help of which 2D and 3D games will be developed. Also see the basic
principles of video game design. Object-oriented programming is also covered.

Course Objectives: Students should obtain basic knowledge and skills for developing computer
games.

Teaching Methods: seminars and laboratory exercises

Requirements/Prerequisites: Basic knowledge and skills in computer programming.
Assessment: written final exam

Registration for the Course: by request at the end of the previous academic year
Registration for the Exam: coordinated with lecturer and Student Service Department

References:

1. Joseph Hocking (2022) “Unity in Action: Multiplatform Game Development in CH#”,
Manning Publications

2. Harrison Ferrone (2022) “Learning C# by Developing Games with Unity”, Packt Publishing

3. Paris Buttfield-Addison (2018) “Unity Game Development Cookbook”, O'Reilly



Information Systems and Technologies, bachelor’s degree 2023

4.

Jeremy Gibson Bond (2022), “Introduction to Game Design, Prototyping, and
Development”, Addison-Wesley Professional

Colleen Macklin, John Sharp (2016), “Games, Design and Play: A detailed approach to
iterative game design”, Addison-Wesley Professional

Tracy Fullerton (2018), “Game Design Workshop: A Playcentric Approach to Creating
Innovative Games”, A K Peters

Jesse Schell (2019), “The Art of Game Design: A Book of Lenses”, A K Peters

Raph Kostet (2013), “Theory of Fun for Game Design”, O'Reilly
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SECOND YEAR — IV SEMESTER (COMPULSORY COURSES)

E-COMMERCE

Semester: IV semester

Course Type: lectures and laboratory exercises

Hours per week: 2 lecture hours and 2 laboratory hours per week/SS

ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Nadezhda Borisova, PhD

Course Status: A core course in the curriculum of major IST, bachelor’s degree.

Course description: The course is an introduction to e-business and information systems.

Objectives: The student should obtain knowledge of:
e The specifics of the most common e-commerce and information systems technologies.
e Electronic document circulation.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre-requirements: “Databases” and “Internet technologies” (core courses)

Assessment and Evaluation:
e Project- 50%
e Final Test- 50%
The course is successfully completed with at least 51% of all scores.

Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:

1. E-Commerce. (2020): Ajit Singh.

2. Laudon, K. C,, Traver, C. G. (2020). E-commerce: Business, Technology, Society. Brazil:
Pearson.

3. A Handbook on E-Commerce. (2023): Lakshyavedh Publications.

4. Essentials of E-commerce by Dr. Sandeep Srivastava Er. Meera Goyal, Er. Nishit Mathur -
(English): SBPD Publications. (2020). (n.p.): SBPD Publications.

5. Moving Businesses Online and Embracing E-commerce: Impact and Opportunities
Caused by COVID-19. (2021). United States: IGI Global.



OPERATION SYSTEMS

Semester: IV semester

Type of Course: lectures and exercises in computer lab

Hours per week: 2 lecture hours and 2 hours exercises in computer lab/SS
ECTS credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslav Mavrevski, PhD

Course Status: Compulsory course.

Course description: The course is an introduction to the area of operation systems. Basic
knowledge and skills in Linux and Microsoft Windows are covered. C programs and Bash scripts
are also made for process management and file system operation. The topics of input and
output organization, disk planning, file system organization are a required part of any operating
systems course.

Objectives:
The student should obtain knowledge of:

e Basic principles of operation systems.
e Basic administration skills in area of operation systems.

Methods of teaching: lectures, tutorials, discussions.
Pre- requirements: Computer architectures, Database systems

Assessment and Evaluation
e Pre-exam test—50%
e Final Test-50%
The course is successful completed with at least 51% of all scores.

Registration for the Course: Compulsory course
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References
1. JlnnsH Hukonos, OnepaumoHHu cuctemu, UK "Cuena", Codus, 2009.
2. Thomas Anderson, Michael Dahlin, Operating Systems: Principles and Practice, Volume
4, Amazon Media EU, United States, 2015.
3. Operating Systems: Three Easy Pieces. Remzi H. Arpaci-Dusseau, Andrea C. Arpaci-
Dusseau., CreateSpace Independent Publishing Platform, USA, 2020.



MATHEMATICAL LOGIC

Semester: IV semester

Course type: Lectures and seminars

Hours (weekly): 2 lecture hours and 2 seminar hours per week/SS
Number of ECTS credits: 6

Department: Informatics

Type of the course in the curriculum: Compulsory course from the curriculum of the
"Information Systems and Technology" bachelor’s degree program

Course description: The course in mathematical logic aims to teach the basic concepts and
results of propositional and predicate logic and propositional and predicate calculus. It deals
with concrete first-order theories.

Goal: The course in mathematical logic is aimed at introducing students to the development of
concepts and methods of mathematical logic within the context of development in
mathematics.

Teaching methods: lectures, demonstrations, problem solving.
Prerequisites: The acquired knowledge is useful.

Examination and assessment procedures: The estimation of the acquired knowledge is based
on a written exam which consists of problem solving and theoretical knowledge examination
(writing on a topic from the syllabus provided to students)

Course enrolment: Students should submit an application at the academic affairs department at
the end of the current semester.

Registration for examination: coordinated with the lecturer and the academic affairs
department

References:

Basic
1. BBeaeHue B maTemaTuyeckuyto noruky, E. MengencoH, "Hayka", Mocksa 1976.
2. Ckasku no noruka, C.MNMacu u konektus, YU "Kn. Oxpnackun", Copuma 1990.
3. MpwuHuecca uam Turp?, P. CmannmaH, "Mup", Mocksa 1985.

Additional
1. A concept of logic, Seventh edition. Hurley, Springer, 2009, http://ihtik.lib.ru/2012.03_
ihtik_mathematic/
2. SetTheory and Logic, Robert Roth Stoll, Springer 2009.
3. Applied Computer Science, Shane Torbert, 2011.
4. Concise Guide to Computation Theory, Akira Maruoka, 2011.



5. How to Solve It: A New Aspect of Mathematical Method, George Pdlya, 2008.

PROTECTION OF INTELLECTUAL PROPERTY

Semester: IV semester

Type of Course: Lectures

Hours per week: 2 lecture hours/SS
Credits Numbers: 3,0 credits
Department: Informatics

Lecturer: Assoc. Prof. Manol Stanin, PhD
Course Status: Compulsory.

Course description: The discipline emphasizes the legal aspects related to the protection of
intellectual property. Topics related to the essence, subject and place of the protection of
intellectual property in modern technological relations and law, the stages of the historical
development of the protection of objects of intellectual property, as well as the various types of
legal sources forming the right of intellectual property are examined. Both the subjects and the
objects of intellectual property law are studied. In the lectures, attention is paid to inventions,
the patents with which they are protected, copyright as a way to protect works of science,
literature and art, authorship of various types of software products and databases, digitization,
various networks, software, computer programs, Internet piracy and e-commerce, etc.

Objectives: The course aims to give students basic knowledge in the field of intellectual
property protection in a systematized form.

Methods of teaching: lectures, discussions
Pre- requirements: Introduction to IST

Assessment and Evaluation
e Tutorial - 70%
e Final Test-30%

The course is successful completed with at least 51% of all scores.
Registration for the Course: not required (core course)
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References
6. KameHosa, U. MexayHapogHoO v HauMOHanHO aBTOpCcKo npaso, bAH, C. 2004.
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7. CapakuHos, . ABTOpCKO npaBo u cpogHuTe My npasa B PenybaunKka bbarapus, - 6. npe-
pab. n gon. nsa., Cubu, C. 2009.

8. [OparaHos, K. NpaBo Ha 03HaYeHUATa: MapKu, dupmu, reorpadckm 03HaYeHUsA, AOMENH
mmeHa, Cnena, C. 2006.

9. Mapkos, E. 3a TUTyAuTe Ha MHTeNIeKTyasiHaTa cobCTBEHOCT — B €b: AKTyanHu npobiemu
Ha TPYAOBOTO W OCUTYPUTENHOTO npaso. HObuneeH cbopHMK B mameT Ha npodecop

Nobo-mnp Pagounckn, YHusepcuteTcko uspgatenctso "Cs. KnmmeHT Oxpuacku", C.
2011.
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SECOND YEAR — IV SEMESTER (OPTIONAL COURSES)

PROGRAMMING IN PYTHON

Semester: IV semester

Course Type: lectures and lab exercises

Hours per week: 2 lecture hours and 2 lab hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Prof. Daniela Tuparova, PhD

Course Status: Optional Course in Bachelor of Science Curriculum of Information Systems and
Technologies

Course description: The Python Programming course will introduce students to techniques and
approaches to solving programming problems using the Python programming language. The
course introduces fundamental aspects of Python programming such as numeric and string data
types, operators, expressions, control structures, functions, methods, objects, and classes. The
course also includes application of Object-Oriented Principles (OOP) in Python such as class
abstraction and encapsulation, inheritance, polymorphism and exception handling. A variety of
data structures are covered, including lists, tuples, sets, and dictionaries. File manipulation
techniques, data format and encoding, and regular expressions are described. Using demo
programs, the syntax and semantics of the Python programming language will be illustrated.

Objectives: The student should obtain basic knowledge in area of solving problems with Python
programming language. Each student should acquire practical skills to implement basic
programming techniques using the Python programming language.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre - requirements: No

Assessment and Evaluation:
e Project- 50%
e Final Test- 50%
The course is successful completed with at least 51 % of all scores.

Registration for the Course: The students apply in Department of Informatics
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:



Core
1. Y.Daniel Liang, Introduction to Programming Using Python, Pearson IE, Prentice Hall, 1e,
2013.
2. Lambert K.A., Fundamentals of Python, Cengage Learning, IE, 2012.

Additional
1. http://docs.python.org/3.5/tutorial
2. www.w3resource.com
3. learnpython.org
4. www.python.org

On-line resources
6. URL http://dlearning.swu.bg

GRAPHIC DESIGN OF PRINTED AND PROMOTIONAL MATERIALS

Semester: IV semester

Course Type: lectures and lab exercises

Hours per week: 2 lecture hours and 2 lab hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, PhD

Course Status: Optional Course in Bachelor of Science Curriculum of Information Systems and
Technologies

Course Description: The course is a practical introduction to desktop publishing systems.
Students learn the best practices in the development of print and electronic materials, such as
brochures, leaflets, posters, magazines, newspapers and more. Studied are the principles of
working with the software used in publishing. Discussed are typical problems in the field of
publishing and advertising activities.

The course prepares students for the future development of different types of designs of
promotional materials, web sites and more.

Course Objectives This course aims to provide students with knowledge and additional training
in the theory and practice of publishing systems. They will learn about the methods of digital
image processing, how to create vector graphics and prepress of promotional materials with
different purposes.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.



Requirements: Needed basic knowledge of operating systems, information technology, graphics
editors and working with multimedia files.

Assessment: Evaluating the student shall be carried out in the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and paper. Students who have a minimum average estimate /3/ of the current control is not
allowed to test the regular session. They must present additional development and evaluation
after receiving at least medium /3/ be admitted to the written examination of supplementary or
liguidation session. The final estimate is derived from the average of the current control and
evaluation of the written exam.

Registration for the Course: Submitted an application to the academic department at the end of
the current semester.

Registration for the Exam: Coordinated with the lecturer and Student Service Department.

References:

1. Rebecca Gagen, Kim Golombisky (2010) White Space is Not Your Enemy: A Beginner's
Guide to Communicating Visually through Graphic, Web and Multimedia Design, Focal
Press.

2. John McWade (2005) Before & after graphics for Business, Peachpit Press.

Roger C. Parker (2006) Design to Sell: Use Microsoft® Publisher to Plan, Write and Design
Great Marketing Pieces, Microsoft Press.

4. Brian P. Lawler (2005) Official Adobe Print Publishing Guide, Second Edition: The Essential
Resource for Design, Production, and Prepress, Adobe Press.

5. Elizabeth Eisner Reding (2013) Microsoft Publisher 2013: Illustrated, Cengage Learning
Publishing

6. Joy L. Starks (2014) Microsoft Publisher 2013: Complete, Cengage Learning Publishing

7. Tamara Weinberg (2009) The new community rules. Marketing on the social web,
O’Reilly Media

8. John DiMarco (2010) Digital Design for Print and Web. An Introduction to Theory,
Principles, and Techniques, Wiley Publishing

9. Wayne Collins, Alex Hass, Ken Jeffery, Alan Martin, Roberto Medeiros, Steve Tomljanovic
(2018) Graphic Design and Print Production Fundamentals; https://openlibrary-
repo.ecampusontario.ca/jspui/bitstream/123456789/252/1/Graphic-Design-and-Print-
Production-Fundamentals-1447356112.pdf

10. Knoa XonKkuHc (2022). MoAT K1BOT B peknamara. M3Tok-3anag,

11. MapTuH lnHacTpbom (2008). Buonorma Ha KynysaHeTo. M3Tok-3anag,.

12. Kotler, P., Kartajaya, H., & Setiawan, |. (2021). Marketing 5.0: Technology for humanity.
John Wiley & Sons.

13. SCRIBUS: Open Source Desktop Publishing, http://www.scribus.net/canvas/Scribus, 2012



14. GIMP: GNU Image Manipulation Program, http://www.gimp.org/, 2012
15. INSCAPE: Open Source Scalable Vector Graphics Editor, http://inkscape.org/, 2012

CODING THEORY AND COMBINATORICS

Semester: IV semester

Course Type: Lectures and exercises

Hours per week: 2 lecture hours and + 2 hours exercises per week/SS
ECTS credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Yuri Borisov, PhD and Miroslav Markov, PhD
Course Status: Optional course

Course Description: The course starts with the introduction of the main notions of the Coding
theory — error-correcting codes, Hamming distance, code parameters and equivalency of codes.
Then the necessary algebraic background (finite fields and vector spaces over finite fields) is
developed and encoding and decoding with linear codes (including syndrome decoding) are
studied. In the cryptographic part the classical ciphers are considered and followed by the
modern systems for secret and public keys.

Course Objectives Obtaining knowledge of the theoretical backgrounds and practical abilities
for applications of Coding theory and cryptography. Development of abilities for work with
(linear) codes over finite field with special emphasis of their algebraic and combinatorial
properties.

Teaching Methods: lectures, discussions, practical exercises of the codes under consideration

Requirements: The students must have a basic knowledge from the Number theory and
algebra.

Assessment: permanent control during the semester (two written exams) and exam in the
semester’s end in two parts — problems solving and answering theoretical questions.

Registration for the Course: by application in the Educational Office at the end of the previous
academic year.

Registration for the Exam: up to agreement with the teacher and the Educational Office.

References:
1. R.Hill. Afirst course in coding theory, Calderon Press, Oxford, 1986.
2. F.J. MacWilliams, N. J. A. Sloane, The theory of error-correcting codes, New York, North
Holland, 1977 (pycku npesog Mocksa, CBsizb, 1979).



3. W. Peterson, E. Weldon Jr., Error-correcting codes, Second edition, Cambridge (Mass),
MIT Press, 1971 (pycku npesog Mocksa, Mup, 1976).

4. P.bnenxyT. Teopma n NnpakTUKa KOAOB, KOHTPOIMPYOWMX owmnbkM, Mockea, Mup, 1986.

5. Hankerson et al, Coding theory and Cryptography, the essentials (2nd edn.), Chapman &
Hall/CRC Pure and Applied Mathematics, 2000.

6. 3anuckum (www.moi.math.bas.bg/~peter).

DISCRETE MATHEMATICS

Semester: IV semester

Form of the course: lectures and exercises

Hours (per week): 2 lecture hours and 2 exercises per week/SS
Credits: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Stela Bancheva, PhD

Status of the course in the educational plan: Optional course in the Information Systems and
technologies Bachelor Curriculum

Description of the course: The discrete mathematics course is the mathematical basis of
modern information technology. Builds basic knowledge related to mathematical tools and
model analysis in the field of information processing, automated control systems, information
and computer systems and technologies, mathematical logic, digital signal processing, etc. The
course studies the basics of set theory, combinatorics, relations, functions and images, graphs,
binary functions, in terms of which a very large part of the problems related to discrete objects
are formulated.

Course Aims: The aim of the course in Discrete Mathematics is to acquaint students with the
basic concepts and methods of sets, combinatorics, Boolean functions, relations; mastering the
mathematical apparatus for solving computer science problems, forming practical habits for
formalization and solving applied problems using the methods of discrete mathematics;
formation of terminological and conceptual basis necessary for independent study of
mathematical literature and development of logical thinking.

Teaching Methods: lectures, seminars, discussions, practical work.
Requirements/Prerequisites: Basic knowledge in Mathematics.

Exam: The assessment from the ongoing control is shaped by two control works. Students are
admitted to the exam (written final test) minimum grade average /3.00/ from current control.



The final score takes into account the results of the current control (70%) and the score from
the written exam (30%).

Registration for the course: at the end of the previous academic year

Registration for exam: coordinated with the lecturer and Students Service Department.

References

1. W.Oenes, C. LLipakos “AunckpeTHa maTemaTunKa.” KO3Y bnaroesrpag, 1995.

2. K. Moppskes, M. Togoposa, C. LLlpakos “PbKOBOACTBO 3a peluaBaHe Ha 3adayu Mo
AUCKpeTHa maTemaTuka” KO3Y bnaroesrpag, 2004

3. W. denes, P. Nasnos, A. Jemetposuy “JuckpetHa MaTemaTuka.”Codua, Hayka u
n3Kycteo, 1984.

4. P.Xarraptv JUcKpeTHaa maTemaTuKa aas nporpammucTtos ,Mocksa: TexHocdepa, 2004

5. Xwunabuosa/l.ll.,, CmupHoBa T.I. OcHOBbI TeOPUM aBTOMATOB U GOPMa/IbHbIX A3bIKOB B
npumepax W 3agavyax: y4ebHo-meTogmyeckoe nocobue. —[3/1eKTPOHHbIN pecypc] —
Hwu»kHnit Hosropopa: Huxkeropoackuii rocyHusepcutet, 2017.—64 ¢

6. AHaepcoH, xkeimc A., IMCKpeTHaA maTemaTuKa U KombuHaTopuKa.:Mep. c aHrn. — M.
: Uspatenbckunin pom "Bunbame", 2004. — 960

7. P.MaBnos “Matematunyecka nnHrenctunka.” Codpua, HapogHa npocserta, 1982.

8. K. Moppxes, Nobutosn onepauuu, rpapuv U KOMBUHATOPHU Npunoxenua. O3Y ,H.
Punckun“, ISBN 978-954-680-961-2, 2014

9. KanutoHosa 0. B. n ap. JleKuum no AUCKpeTHOW matemaTtuke / AsTopbl: HO. B.
KanutoHoBa, C. /1. Kpusoi, A. A. Nletnyesckuir, . M. lyukuin / - CN6.: BXB- Netepbypr,
2004. — 624 c: un.

10. T. ®ynsucasa, T. Kacamn “MatemaTtvka aas pagvounHxeHepos. Teopus AUCKPETHbIX
cTpyKTyp.” Mocksa, Paguo u cess, 1984.

11. A. Axo, OX. YnbmaH “Teopus CMHTAKCMYECKOro aHa/iusa, nepesoga v Komnuaaummn”
Mocksa, Mup, 1978.

12. C.ImHcbypr “MaTemaTuyecKkasa TeEopUs KOHTEKCTHO-CBOOOAHbIX A3blKkoB” MockBa, Mup,

1970.

WEB MINING

Semester: |V semester

Type of Course: Lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/SS

Credits Numbers: 6,0 credits

Department: Informatics



Lecturer: Assoc. Prof. Irena Atanasova, PhD
Course Status: Elective.

Course description: This course introduces students to the automated collection of data from
websites and social media. Students get to know basic concepts of web mining for different
science areas research and learn to use tools that enable them to compile their own data sets
from web sources.

The main goal of the course is to enable students to conduct automated data collection from
web sources on their own. Students get familiar with the advantages and disadvantages of
extracting information from the Internet for scientific research. Finally, students get an
opportunity to think about science research questions with respect to human behavior that is
particularly observable on the web (i.e., in social media, blogs, etc.).

Objectives: Students will know the basic concepts of contemporary web technologies relevant
for web data mining.
e Students will know how to apply the relevant R packages to effectively and efficiently
collect data from different types of web sources.
e Students understand the basic ethical and legal aspects of web data collection for
research purposes.
e Students understand different theoretical procedures of web data collection such as
snowball sampling and how to implement/apply them in a simple context.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre- requirements: C++ programming

Assessment and Evaluation
e Tutorial - 70%
e Final Test-30%
The course is successful completed with at least 51% of all scores.

Registration for the Course: required (elective course)
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:
1. Liu, Bing (2011). Web Data Mining. New York, NY: Springer.
2. Mitchell, Ryan (2015). Web Scraping with Python. Sebastopol, CA: O'Reilly.
3. Munzert, S. and Rubba, C. and Meilner, P. and Nyhuis, D. (2014). Automated Data
Collection with R: A Practical Guide to Web Scraping and Text Mining. Chichester, UK:
Wiley.
4. Russell, Mathew A. (2014). Mining the Social Web. Sebastopol, CA: O’Reilly.



NORMS AND STANDARDS OF INFORMATION SECURITY

Semester: 4 semester

Course Type: lectures

Hours (weekly): 2 lecture hours per week/SS
ECTS Credits: 3 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Optional course from the Information Systems and Technologies Bachelor
Curriculum.

Course description: The development of e-business requires secure infrastructure. Adopting a
policy of compliance with world standards allows companies and organizations to implement
best practices. Information systems protection requires special regulations. Therefore criteria,
standards, and in some cases, legislation on information security are set up. This ensures an
adoption of best practices and adequate level of information security.

Course Objectives: Students gain knowledge and skills to cope with every day and specific tasks
related to the implementation of norms and standards related to information security. Get
acquainted with the various policies and regulations for information security.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements/Prerequisites: Needed basic knowledge of operating systems, programming,
computer architectures, computer networks and communications.

Assessment: written final exam

Course enrolment: Students should apply at the academic affairs department at the end of the
current semester.

References:

1. BecennHa CnacoBa, CurypHocT no pAausaliH B codTyepHOTO WHMKeHepcTBo, BCY
,YdepHopusel Xpabbp“, U3gaTtencku ueHTbp, 2022

2. Metko Oumos, 3apKo 3apaBkoB, XpuctuHa Jobpesa, NHPopmaumnoHHa curypHocTt, BA
"I.C.PakoBcKku", 2021

3. BecenuHa CnacoBa, CUrypHOCT no Am3anH B COPTYEPHOTO WHXKeHepcTBO, BapHeHcKu
cBoboaeH yHuBepcuTeT, 2022

4. NMnameH MaBnosB, UHPoOpMaALMOHHA CUIYPHOCT. CTaHAAPTWM OT cepuata ISO 27000 —
nepcnektTnen n npobnemu, ACCESS Press Publishing house, 2022

5. Cemepgrues L. Mwutes H. VYnpasneHne Ha WHbOpMaLMOHHATa CUTYPHOCT B
opraHusauunute.nsa. Coprrpena, 2020



6. HuHa CuHArMHa, WBaH Mwupues, MBo [amaHos, Ceetocnas Xpuctos, 3awmra Ha
KomnioTbpHaTa nHpopmauus, YU ,,Heodut Punckn“, 2005

7. HAPEOBA 3a MMHUMaNHUTE U3UCKBAHMA 32 MPeKoBa N MHGOPMALMOHHA CUTYPHOCT

8. https://www.pcisecuritystandards.org/security_standards/documents.php

9. http://www.itil-officialsite.com/

10. http://www.iso.org/iso/standards development/processes and procedures/iso iec dir
ectives and iso supplement.htm

CRISES AND DISASTERS

Semester: |V semester

Course Type: Seminar

Hours per week: 2 seminar hours per week/SS
ECTS credits: 3.0 credits

Department: Informatics

Instructor: Part-time Assist. Prof. Todor Cholakov

Course Status: Optional Course in Bachelor of Science Curriculum of Information Systems and
Technologies

Course Description: Teaching in the discipline includes studying the main types of natural
disasters, accidents, and mass catastrophes. The ways of managing crises of a mass nature, the
means of protection, and providing first aid to injured people.

Aims of discipline: Students should learn about the main types of natural disasters, the ways to
manage crises of a mass nature, and the means of protecting people, computer and other
electronic systems necessary for management.

Teaching methods: Practice demonstration.

Advance conditions: Desirable on anatomy, ecology, and resources for electric truck
management.

Appraisement: Written examination.

Registration for the Course: Submitted an application to the academic department at the end of
the current semester.

Registration for the Exam: Coordinated with the lecturer and Student Service Department.



References:

Main literature:
1. Direkov, L. Protection of man and the environment under extreme conditions. 1996.
2. Simeonov, D. Catastrophic climate processes. 2012.

Additional reading:
1. Radkov, M. Saving people and providing first aid in case of fires. 2011.
2. lvanov, |. Space-based systems for monitoring climate processes. 2010.

ACADEMIC WRITING

Semester: IV semester

Course Type: Lectures

Hours per week: 2 lecture hours per week/SS
ECTS credits: 3.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, Ph.D.

Course Status: Optional Course in Bachelor of Science Curriculum of Information Systems and
Technologies

Course Description: The course is an introduction to the preparation, writing and design of
various types of scientific papers, such as posters and articles. The methodology of writing a
bachelor thesis, which contains the formulation of the goal and objectives, collection, and
processing of bibliographic information, creating a methodology and conducting research, is
given the primary attention. The guidelines on the stylistic formulation of the analysis and the
obtained results are included. The ways to the software design and development are discussed
as part of the bachelor thesis in the Informatics and Computer Science area. The ways to
present science works are explained. The correct citation and different style formatting of the
science bibliography are discussed.

Course Objectives: This course aims to provide students with theoretical and practical
knowledge related to academic writing.

Teaching Methods: The lectures are illustrated with presentations and practical tasks that
demonstrate the way of applying the teaching material.

Requirements: Needed basic knowledge of operating systems, information technology, graphics
editors and working with multimedia files.



Assessment: The assessment is based on an exam test after the end of the course. During the
course, the students should be doing various practical tasks, the evaluation of that participate in
the final assessment.

Registration for the Course: Applied to the academic department at the end of the current
semester.

Registration for the Exam: Coordinated with the lecturer and Student Service Department.

References:

1. BbpbaHosa, 1. (2020). Kak ce nuwe? bl YuebHuUK.

2. EKo, VY. (2013). Kak ce nuwe aunnomHa paborta, Tpya,.

3. UpeTtkoBsa, M. (2013). Hayka cbc cTUA: NUCaHe Ha AMNIOMeH npoekT, Enthusiast.

4. Maspoauesa, W., & Tuwesa, M. (2014). AKageMM4YHO nucaHe 3a [OKTOPaHTU M
NOCTAOKTOPAHTH, YHUMB. n3a. ,,Ce. KnumeHT Oxpumackn”.

5. UpeTtkosa, M. (2013). LiutnpaHeTo: ctaHaapT v ctua, bubnmockon.

6. BpesnHcky, C. (2012). Bbarapcka pey u NUCMO: Aa rOBOPUM U NULIEM NPaBUIHO, U3TOK-
3anaga.

7. KapHeru, [.(2011). U3KkycTBOTO Aa roBOpuUM npea apyrnTe, M3Ttok-3anaa.

8. Boapxwues, T., Kyuapos, W., & MeHues, N. (1999) CbBpemeHeH 6bArapCKU e3uK:
doHeTUKa, nekcukonorua, cnosoobpasysaHe, mopdonorua, CMHTakeuc, M3Tok-3anag.

9. bbpkanosa, M. (2017). BbArapCcKM CUHTAKCUC, MO3HAT W HenosHat. YU ,Maucuin
XuneHgapckun®, Mnosaus.

10. AHgpeitumnn, J1.,, Monos, K., CtoaHos, C. (2020). MpamaTMKa Ha ObArapCcKUA e3uK.
Mpoceeta, Codus.

11. Mypgapos, B. (2023). PasHu cbBeTu 3a uyxKaute aymu. Black Flamingo Publishing.

Codus.



THIRD YEAR —V SEMESTER (COMPULSORY COURSES)

SYNTHESIS AND ANALYSIS OF ALGORITHMS

Semester: V semester

Course Type: lectures and tutorials

Classes (weekly): 2 lecture hours and 2 hours exercises /FS

ECTS Credits: 6.0

Department: Informatics

Lecturer: Assoc. Prof. Radoslav Mavrevski, PhD

Course Status: Compulsory course from the Computer Science Master Curriculum.

Short Description: The course introduces students to the basic elements of algorithm theory
and their complexity. Special attention is given to the question of analysis of algorithms
concerning their various aspects. The considered algorithms for different classes of tasks allow
students to take the next step: to construct (synthesize) new algorithms for specific tasks
assigned to them.

Teaching Methods: lecture, exercises, discussion.
Requirements/Prerequisites: Knowledge in Mathematics.

Exam:
e Current control - 60% of the assessment
e Written exam - 40% of the grade

Registration for the course: no
Registration for the exam: Coordinated with lecturer and Students Service Department

References:
Basic references
1. Cormen, Thomas H.; Leiserson, Charles E., Rivest, Ronald L., Stein, Clifford (2009).
Introduction to Algorithms (3rd ed.). MIT Press and McGraw-Hill.
2. Umut A. Acar, Guy E. Blelloch. (2018). Algorithms - Parallel and Sequential, www.parallel-
algorithms-book.com.
3. . Hakos, M. Jo6puKkos. NMporpamunpaHe = ++ Anroputmu. TopTeam Co, Codus, 1999

Additional references
1. Introduction to Algorithms  http://ocw.mit.edu/courses/electrical-engineering-and-
computer-science/6-006-introduction-to-algorithms-fall-2011/lecture-videos/ 2015 MIT




2. Design and Analysis of Computer Algorithms
https://www.cs.umd.edu/~mount/451/Lects/451lects.pdf 2015.

NETWORK AND SYSTEM ADMINISTRATION

Semester: V semester

Course Type: lectures and labs

Hours (weekly): 2 lecture hours and 2 labs hours per week/FS
ECTS Credits: 6.0 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Compulsory course from the Information Systems and Technologies Bachelor
Curriculum.

Course Description: In this course are discussed the basic actions and problems related to
network and systems administration of Linux and Windows based systems. The course is aimed
at providing the necessary skills needed to perform nearly all important administration activities
required to manage a Linux and Windows network and systems configuration, the basic setup
and management of the most commonly used Internet services.

Course Objectives: The course is aimed at introducing to students the common concepts in
network and systems administration by discussing the basic activities regarding the
administration of a Linux and Windows network configuration.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements/Prerequisites: Needed basic knowledge of operating systems, programming,
computer architectures, computer networks and communications.

Assessment: written final exam
Registration for the Course: the course is compulsory

References:
1. Xpwuctos B. Kupos H.,“OcHOBM Ha KOMMIOTbPHUTE MpeXKn U nHTepHeT’, KO3Y “H.Punckn”
—bnaroesrpag, 2012
Boposcka M., KomntotbpHu cuctemun. Codua, Cuena, 2010 .
BosaHoB. K. 1 Kon. KomntoTbpHU mpexkun. UHTepHeT, Coduna, HBY, 2003.
Olaf Kirch & Terry Dawson, Linux Network Administrators Guide (2001)
AnpeHuns Pawmpgos. MHcTanupaHe M KoHourypupaHe Ha Web cbpsbpu nog Linux u
Windows (2012)

ke WwNnN



6. VirtualBox User Manual - besnnaTtHa KHUra -
http://download.virtualbox.org/virtualbox/5.0.2/UserManual.pdf
7. besnnatHu KHUIU oT Microsoft Virtual Academy -

http://www.microsoftvirtualacademy.com/ebooks

8. Lawrence E. Hughes. The Second Internet: Reinventing Computer Networking with IPv6
(2010)

9. Raphaél Hertzog, Roland Mas. The Debian Administrator's Handbook (2012)

10. Ron Aitchison. Pro DNS and BIND 10 (2011)

11. Ronald Bardford. Effective MySQL Backup and Recovery (2012)

12. Ronald Bardford, Chris Schneider. Effective MySQL Replication Techniques in Depth
(2013)

13. Awok Any, AaMuHKCTpUpaHe 1 3awmTa Ha Apache Server, DuoDesign, (2004)

THEORETICAL FOUNDATIONS OF INFORMATICS

Semester: V semester

Course type: lectures and seminars

Hours (weekly): 2 lecture hours and 1 seminar hour per week/FS
Number of ECTS credits: 4.5

Department: Informatics

Lecturer: Assoc. Prof. Stela Bancheva, PhD

Type of the course in the curriculum: Compulsory course from the curriculum of the
"Information Systems and Technologies" bachelor's degree program

Course description: It deals with the theory of algorithms.

Goal: The course in Theoretical foundations of informatics aims to introduce students to the
basic concepts and results of the theory of algorithms.

Teaching methods: lectures, demonstrations, problem solving.
Prerequisites: The acquired knowledge is useful in theory of algorithms.
Examination and assessment procedures:

The estimation of the acquired knowledge is based on a written exam which consists of problem
solving and theoretical knowledge examination (writing on a topic from the syllabus provided to
students)

The final grade includes the assessment of the students’ progress throughout a course of study
(30 %) plus the examination at the end of it (70 %).



Course enrolment: Students should submit an application at the academic affairs department at
the end of the current semester.

Registration for examination: coordinated with the lecturer and the academic affairs
department

References:
Basic
1. MaTemaTtnyecka Teopua Ha MHPopmaTuKaTa, 3oap MaHHa, "HayKka n nskycrtso», Codus
1983.
2. BbluMCAMMOCTb BBEAEHME B TEOPUIO pPekypcuBHMX ¢yHKHUM, H. Katnena, "Mwup",
Mocksa 1983.
3. EHumMKnoneaus no matemaTuyeckomn nornke, bapsains, "Mup", Mocksa 1981.

Additional

1. A concept of logic, Seventh edition. Hurley, Springer, 2009, http://ihtik.lib.ru/2012.

03_ihtik_mathematic/

2. Combinatorial Optimization and Theoretical Computer Science, Vangelis Th. Paschos,
2008.
Theory of Computation, George Tourlakis, 2012.
Logic in Computer Science, 2nd edition, Michael Huth, Mark Ryan, 2004.
Applied Computer Science, Shane Torbert, 2011.
Concise Guide to Computation Theory, Akira Maruoka, 2011.
Theoretical Computer Sciences: Lectures given at a Summer School of the Centro
Internazionale Matematico Estivo (C.I.M.E.) held in Bressanone, June 9-17, 1975 (C.I.M.E.
Summer Schools), F. Preparata, 2011.

Nou AW

COMPUTER ARCHITECTURES

Semester: V semester

Form of the course: Lectures and lab exercises

Hours (per week): 2 lecture hours and 1 hour exercises per week/FS
Credits: 4.5 credits

Department: Informatics

Lecturer: Assoc. Prof. Liudmila Taneva, PhD

Status of the course in the educational plan: Compulsory Course in the Information System and
Technologies B. S. Curriculum



Description of the course: The course covers the advanced computer systems, their
programming and functional model, introduce information in computer organization and
memory types (major, operational, permanent, outdoor, etc.), system interruptions, features
and technology solutions, conveyor ADP modes, system bus (types and structures), some
problems of modern computer architectures (RISC, parallel and multiprocessor computer
systems).

Scope of the course: Obtaining knowledge of a systematic overview of the modern computer
architecture, systems to form the theoretical and practical basis for better understanding of the
work of computers to acquire skills in programming in assembly language.

Methods: discussions, practical exercises of the codes under consideration

Preliminary requirements: The students must have basic knowledge of mathematics.
Evaluation: permanent control during the semester (two written exams) and final exam.
Registration for the course: by application in the Educational Office

Registration for exam: up to agreement with the teacher and the Educational Office

Literature:
Basic

1. Hennessy John L. and David A. Patterson, Computer Architecture, Fifth Edition: A
Quantitative Approach (The Morgan Kaufmann Series in Computer Architecture and
Design) (5th Edition), 2011.

2. boposcka lMnameHka, KomnioTbpHU cuctemu, BTopo npepaboteHo usgaHue, Cuena,
Codusa, 2007

3. bpagau, [O. “NporpamupaHe Ha acembnep 3a nepcoHaneH KomnwoTbp IBM/PC”
TexHuKa, Codpun, 1989

4. WBaHoB P. “ApxuTeKkTypa M CUCTEMHO nporpamumpaHe 3a Pentium 6asupaHu
KomntoTpu”, Nabposo, 1998.

5. J. L. Hennessy, D. A. Patterson. Computer Architecture: A Quantitative Approach (3rd
ed.). Morgan Kaufmann Publishers, 1996.

6. boposcku b., boposcka I., ApxutekTtypa Ha EMM n mukpokomniotpmn, TexHunka, 1992.

7 lopcnaiiH K., Pamunna NHTES, TexHuKa, 1990.

8. Bvuoscku U., HapbyHUK No 32-pa3peaHn MUKPOMNpPOLLECOpH.

9 CkoT Mionep, KomntoTbpHa eHumKkaoneama, Yact 1, 2, 3, Codrllpec 2002 r.

10. Bapwu NMpec, KomntotbpHa 6Mbans | u Il yact, AnekcCodt,1998 r.

11. Wwunanepd., KomniotbpHu mpexxun, Codtlpec, 2003 r.

12. /Troamnna NeaHoBa, BbBeaernue B8 PC, usa. bAH, 2007 r.

1. http://www.computers.bg
2. http://www.hardwarebg.com



http://www.comexgroup.com

http://www.webopedia.com

http://www.sagabg.net

http://benchmarkhg.ru

http://csg.csail.mit.edu/6.823/lecnotes.html, gocTbnHM Kbm Mait 2013

Additional

1. Wikipedia.ORG - Internet eHunknonegus.

2.  3DNow: Technology Manual

3. S. Bondeli, Divide and conquer: A parallel algorithm for the solution of a tridiagonal
linear system of equations, Parallel Computing, 1991

4. Intel Corp. Intel Pentium 4 and Intel Xeon Processor Optimization Manual 2001

5. David Culler, Parallel Computer Architecture: A hardware software Approach, Morgan
Kaufmann, 1998

6. bBpanant Panpgan 3., O3sug O'XannapoH , KomMnbloTEpHbIE CUCTEMbI: apPXUTEKTYpPaA U
nporpammupoBaHme Computer Systems: A Programmer's Perspective, N3aatenbcTso:
BXB-MeTepbypr, ISBN 5-94157-433-9, 0-13-034074-X; 2005.

7. file://localhost/D:/My%20Doc/KA/Engl KA/KA master engl/From%200ne%20t0%20an
other%20number%20system%20-%20CodeProject.mht
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SOFTWARE QUALITY ASSURANCE

Semester: V semester

Course Type: lectures and tutorials

Hours (weekly): 1 lecture hour and 2 labs hours per week/FS
ECTS Credits: 4.5 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Compulsory course from the Information Systems and Technologies Bachelor
Curriculum.

Course Description: The course considers the role of QA in the process of software
development. The course covers basic ideas, views and major trends on the concept of software
guality regarding to standards. Various QA methods such as White Boxes, Black Boxes, Gray
Boxes are introduced as well as principles, stages and types of software testing. Various tools for
automated testing and bug tracking platforms are studied. Some metrics statistical and
probabilistic methods and approaches for assessing the quality of the software product are
introduced.



Course Objectives: The course aims to expand the training of students majoring in "CST" in the
field of quality control software.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements/Prerequisites: Needed basic knowledge of operating systems, programming,
computer architectures, computer networks and communications.

Assessment: written final exam

Course enrolment: the course is compulsory

References:

1. Mauro Pezze, Michal Young, Software Testing and Analysis: Process, Principles and
Techniques 1st Edition, 2008

2. Galin, Daniel, Software quality assurance, Pearson Education Limited 2004

3. Roy Osherove, The Art of Unit Testing, Second Edition with examples in C#, Manning,
2014

4. Petr Arsentev, Selenium Programming Cookbook, Exelixis Media P.C. , 2016

5. ISO, International Organization for Standardization, "ISO 9126-1:2001, Software
engineering — Product quality, Part 1: Quality model", 2001.

6. Stephen Kan H. , Metrics and Models in Software Quality Engineering, 2nd Edition,
AddisonWesley Professional., 2002.

7. J.Kuruvilla, JIRA 5.x Development Cookbook, Packt Publishing, 2013

8. Elfriede Dustin, Jeff Rashka, John Paul, Automated Software Testing: Introduction,
Management, and Performance, Addison-Wesley Professional, 1999

9. James D. McCaffrey, Software Testing: Fundamental Principles and Essential Knowledge,

2009



THIRD YEAR —V SEMESTER (OPTIONAL COURSES)

NUMERICAL ANALYSIS

Semester: V semester

Course Type: lectures and lab exercises

Hours per Week: 2 lecture hours and 1 lab hour per week/FS

ECTS Credits: 4.5 credits

Department: Informatics

Lecturer: Prof. Stefan Stefanov, PhD

Course Status: Optional Course in the Information Systems and Technologies B.S. Curriculum

Course Description: The course in Numerical Analysis includes basic numerical methods of
mathematical analysis and algebra: interpolation and least squares data fitting as methods for
approximating functions given by tabulated data; numerical differentiation; numerical
integration — Newton-Cotes and Gauss quadrature formulas; numerical solution of nonlinear
equations; numerical solution of linear systems of algebraic equations.

Course Objectives: Students should obtain knowledge and skills for numerical solutions of
problems in the area of mathematical analysis and algebra, which are applicable for solving
various problems.

Teaching Methods: lectures and lab exercises

Requirements/Prerequisites: Mathematical Analysis, Linear Algebra, Analytic Geometry,
Differential Equations

Assessment: Written final exam covering problems /omitted in case the average grade of two
current problem tests is higher than Very Good 4.50/ (grade weight is 30 %) and theory on two
topics (grade weight is 30 %); two homework (grade weight is 20 %) and two projects (grade
weight is 20 %).

Registration for the Course: Applied to the academic department at the end of the current
semester.

Registration for the Exam: Coordinated with the lecturer and Student Service Department.

References:
Basic Titles:
1. Yordanka Angelova — ,Numerical Analysis for BSc students”, Chemical, Technological
and Metallurgical University, Sofia, 2006 (in Bulgarian).



2. D. T. Boyadzhiev, Snezhana Gocheva-llieva, I. V. Makrelov, L. |I. Popova — ,,Numerical
Analysis Handbook”, Part |, 3-rd ed., ExPress, Gabrovo, 2010 (in Bulgarian).

3. D. T. Boyadzhiev, Snezhana Gocheva-llieva, L. I. Popova — ,Numerical Analysis
Handbook”, Part I, Demetra, Sofia, 2012 (in Bulgarian).

4. B. Boyanov - “Lectures on Numerical Analysis”, Darba Publishing House, Sofia, 1995 (in
Bulgarian).

5. Snezhana Gocheva-llieva — “Computer Numerical Analysis”, Paisii Hilendarski Plovdiv
University Press, Plovdiv, 2013 (in Bulgarian) (also available online).

6. Stefka Dimova, Tatiana Chernogorova, Angelina Yotova — “Numerical Methods for
Differential Equations”, St. Kliment Ohridski Sofia University Press, Sofia, 2010 (in
Bulgarian).

7. Konstantin Kazakov — ,Finite elements method for modeling building constructions”,
Prof. Marin Drinov Academic Press, Sofia, 2010 (in Bulgarian).

8. M. Kaschiev — “Numerical Analysis Handbook”, Martilen Publishing House, Sofia, 1994
(in Bulgarian).

9. “Numerical Analysis Problem Book”, 2-nd ed., St. Kliment Ohridski Sofia University
Press, Sofia, 1994 (in Bulgarian).

10. V. Pasheva - “Introduction to Numerical Analysis”, Technical University-Sofia, 2009.

11. BIl. Sendov, V. Popov — “Numerical Analysis”, Part |, Kliment Ohridski Sofia University
Press, Sofia, 1996; Part Il, Nauka and lIzkustvo Publishing House, Sofia, 1978 (in
Bulgarian).

Additional Titles:
1. R. L. Burden, J. D. Faires — “Numerical Analysis”, 9-th ed., Cengage Learning, Stamford,
CT, USA, 2010.

2. Rizwan Butt — “Introduction to Numerical Analysis using Matlab”, Jones and Bartlett
Publishers, Sudbury, MA, USA, 2009.

3. C. D. Conte, Carl de Boor — “Numerical Analysis: An Algorithmic Approach”, 3-rd ed.,
McGraw Hill Education, Columbus, OH, USA, 2005.

4. ). D. Faires, R. L. Burden — “Numerical Methods”, Brooks/Cole Publishing Company,
Pacific Grove, CA, USA, 2002.

5. Timothy Sauer — “Numerical Analysis”, 2-nd ed., Pearson Education, London, 2011.

6. S. M. Stefanov — “Numerical Analysis”, MS4004-2203, Limerick, 1998.

7. William F. Trench — “Elementary Differential Equations with Boundary Value Problems.
Student Manual”, Trinity University, San Antonio, Texas, USA, 2013 (available online).



JAVASCRIPT PROGRAMMING

Semester: V semester

Course Type: lectures and lab exercises

Hours per Week: 2 lecture hours and 1 lab hour per week/FS
Credits Number: 4,5 credits

Department: Informatics

Lecturer: Assoc. Prof. Nadezhda Borisova, PhD

Course Status: Elective course.

Course description: The course is an introduction to the design and development of JavaScript
applications and interfaces of Web-based information systems.

Objectives: The student should obtain knowledge of:
1. Design and implementation of JavaScript applications.
2. Design and implementation JavaScript client interfaces of Web-based information
systems.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre-requirements: “Introduction to Computer Programming” (core course).

Assessment and Evaluation
1. Project- 50%
2. Final Test- 50%
The course is successfully completed with at least 51% of all scores.

Registration for the Course: by request at the end of the current semester
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:
1. Flanagan, D. (2020). JavaScript: The Definitive Guide: Master the World's Most-Used
Programming Language. Taiwan: O'Reilly Media.
2. Ferris, M. (2022). Brain-Friendly Tutorials to JavaScript Programming. Amazon Digital
Services LLC - Kdp.
3. Stefanov, Stoyan, Object-Oriented JavaScript, Packt Publishing, 2008
4. Zakas, N., The Principles of Object-Oriented JavaScript, No Starch Press, 2014.



DOMAIN SPECIFIC LANGUAGES

Semester: V semester

Course Type: lectures and labs

Hours (weekly): 2 lecture hours and 1 lab hour per week /FS
ECTS Credits: 4.5 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Optional course from the Information Systems and Technologies Bachelor
Curriculum.

Short Description: The course will introduce basic methods for creating language extensions -
heterogeneous and homogeneous domain-specific languages. Some of the popular external
DSL, and tools to create them will be addressed. By using the so-called. Framework processors
in the course will be realized two domain-specific languages.

Course Aims: The course aims to students’ background with specialized training in the creation
of domain-specific languages.

Teaching Methods: Lectures, Labs, Discussions, Project Based Methods

Requirements/Prerequisites: Knowledge in Programming Basics, Object Oriented Programming
with C++/Java.

Exam: final exam

Course enrolment: Students should submit an application at the academic affairs department at
the end of the current semester.

Registration for the exam: Coordinated with lecturer and Students Service Department

References:
1. Markus Voelter, DSL Engineering. Designing, Implementing and Using Domain-Specific
Languages, http://dslbook.org, 2013
Martin Fowler, Domain Specific Languages, Addison-Wesley Professional, 2010
Debasish Ghosh, DSL In Action, Manning Publishing, 2011
Bnor Ha Martin Flower http://martinflower.com
Markus Voelter, Generic Tools, Specific Languages, 2014
Martin Fowler, Patterns of Enterprise Application Architecture, Addison-Wesley, 2003
Cay Horstmann, Object-Oriented Design and Patterns, Wiley, 2006
Ivo Damyanov, Mila Sukalinska, DSL in practice, IJCA, Volume 115 (2), 2015
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THIRD YEAR — VI SEMESTER (COMPULSORY COURSES)

COMPUTER SECURITY

Semester: V| semester

Course Type: lectures and labs

Hours (weekly): 2 lecture hours and 1 lab hour per week/SS
ECTS Credits: 4.5 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Compulsory course from the Information Systems and Technologies Bachelor
Curriculum.

Description: This course is an introduction to computer security. Course topics cover risks of
storing and sharing information and methods for its protection (hardware and software) from
destruction and unauthorized access. The course makes a brief theoretical introduction to error
correction codes and cryptographic systems. The main focus is on programming and technical
means and methods of access control, computer security at different levels - personal, and
corporate network, including security in social networks and cloud platforms.

Course Objectives: To provide the necessary basic knowledge about computer security and to
acquire knowledge and skills to identify possible risks in specific systems and apply different
protection techniques. Acquisition of special training in computer systems and information
protection.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements/Prerequisites: Needed basic knowledge of operating systems, programming,
computer architectures, operating systems.

Assessment: written final exam
Registration for the Course: the course is compulsory.

References:
1. Onad Kupx wn Tepu AoycbH, 2001, Linux Network Administrator’s Guide, SoftPress,
pasnpocTpaHaBa ceoboaHo nog GNU FDL.
2. Mark Rhodes-Ousley, Information Security (Second Edition), The complete reference,
McGraw-Hill, 2013
3. HuHa CuHArMHa, UBaH Mupues, MBo [NamaHos, Csetocnas Xpwucrtos, 3awmra Ha
KomnioTbpHaTa nHpopmauus, YU ,,Heodut Punckn®, 2005



4. Zlatogor Minchev, Cyber Threats in Social Networks and Users’ Response Dynamics,
LmMco, 2012, (http://it4sec.org/article/cyber-threats-social-networks-and-users-
response-dynamics)

5. Zlatogor Minchev, Cyber Threats Analysis In On-Line Social Networks With A Study On
User Response, LUMCO, 2014, (http://it4sec.org/article/cyber-threats-analysis-line-social-
networks-study-user-response)

6. Ronald L. Krutz, Russell Dean Vines, Cloud Security. A comprehensive guide to secure
cloud computing, Wiley, 2010

7. XpwucTto Tyxkapos, 2010, ApxuTtekTypa Ha MHGOpPMaLMOHHATa CUIYPHOCT, AceHeBL M

8. Cr. CraHes, Ct. ’enesos, Xp. [MapackesBos, Xp. Xp1ucToB, PLKOBOACTBO 33 ynNparKHEHMA No
cTeraHorpadusa, YHuBepcuTeTcKo usgatenctso ,Enmckon KoHcTaHTMH [pecnasckun”
WymeH, 2015

9. UpetaH Cemeppgrxues, Hukonan MwuteB. Hopmum u cTaHgapTu 3a ynpasieHWEe Ha
nHpopmaumnoHHute cuctemu. — Coous, nsg. Codptrpena, 2014 r., ISBN 978-954-334-162-
7

10. Himanshu Sharma, Kali Linux - An Ethical Hacker's Cookbook, Packt Publishing, 2017

11.Yuri Diogenes, Erdal Ozkaya, Cybersecurity - Attack and Defense Strategies, Packt
Publishing, 2018

12. BecennHa Cnacosa, CUTYPHOCT MO AU3AMH B CO®PTYEPHOTO WMHMKEHEPCTBO, BCY
,YdepHopusel Xpabbp“, U3gaTtencku ueHTbp, 2022

WEB CONTENT MANAGEMENT

Semester: VI semester

Course Type: lectures and labs

Hours (weekly): 2 lectures and 1 lab per week/SS
ECTS Credits: 4.5 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Compulsory course from the Information Systems and Technologies Bachelor
Curriculum.

Short Description: Modern ways creation of web content - blogs, wikis, social media require
organized content management. The integration of websites with social media features and
building shared content through various web services are important elements of the
management of any modern website. This course covers topics related to the core technology
stack in the global network, creating content strategies, content distribution strategies,
analyzing and optimizing content for search engines. Topics related to marketing, branding and



improving the customer experience are also partially addressed. The course examines various
web technologies as well as specific content management systems (SMS) - file-based, blogging,
full platforms, wikis, such as GravCMS, WordPress, BoltCMS, MediaWiki, Umbraco and others.

Course Aims: To familiarize students with various activities tasks in content management and
website building.

Teaching Methods: Lectures, Labs, Discussions, Project Based Methods

Requirements/Prerequisites: Knowledge in Programming Basics and HTML.

Exam: final exam

Course enrolment: the course is compulsory.

Registration for the exam: Coordinated with lecturer and Students Service Department

References:

1. Deane Barker, Web Content Management, O’Reilly Media, Inc., 2016

2. [OeHuc KonncHuyeHko, [la Hanpasmum cobcTeeH canT, AceHesuu, 2015

3. Tum KubepmaH, Ha nbpBo mscTto B Google - 2015, ®paHuansuHr BI, 2015

4. Michael Kuhlmann, Social Media for Wordpress, Packt Publishing, 2012

5. Hawker, Mark D., The developer’s guide to social programming : building social context
using Facebook, Google friend connect, and the Twitter API / Mark D. Hawker, Addison-
Wesley, 2010

6. Dan Zarrella, The Social Media Marketing Book, O'Reilly Media, 2009

7. Brad Williams, David Damstra, Hal Stern, Professional WordPress, 3rd Edition, Wrox
Publishing, 2015

8. Metko Aumos, SEO - ONTMMM3aLMA Ha cailToBe 3a Tbpcewm mawunHu, Diomira, Codus,
2019

9. John West, Professional Sitecore Development, Wrox Publishing, 2012

10. Alan Harris, Pro ASP.NET 4 CMS, Apress, 2010

11. Napu YamaH, PHP 1 MySQL 3a anHammnuHm Web caiitose (o6xBawa PHP 5 & 7). Bbp3o
pbKkoBoacTeo, AlexSoft, 2019

12. AeHunc KonncHuueHko, CbaaasaHe Ha PHP npunoxeHus cbec Symfony, AceHesun, 2017

13. Nik Wahlberg, Paul Sterling, Umbraco User's Guide, Wrox Publishing, 2011.

PROBABILITY AND STATISTICS

Semester: VI semester

Type of Course: lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/SS



Credits Numbers: 6 credits
Department: Informatics
Lecturer: Assoc. Prof. Elena Karashtranova, PhD

Course Status: Compulsory course from the Information Systems and Technologies Bachelor
Curriculum.

Course description: The course is designed as a basic course in probability and statistics.

The aim of the course is to acquaint the students with some basic ideas and methods of
probability theory, with a view to their use in the modeling of processes and phenomena in the
field of natural science and computer analysis, as well as in the elementary modeling of social
processes and phenomena in society and life. With the help of the present course, students will
acquire knowledge of stochastics useful for their academic work, as well as for their future
experimental or scientific work.

The course includes laboratory exercises with the aim of visualizing the learning process and
acquiring practical skills for working with MS-Excel extensions, as well as with application
packages.

Objectives: The students should obtain knowledge and understanding that the intercourse
character needs to discover the connection Mathematics — Informatics — Physics - Economics
and much more other sciences:

Methods of teaching: seminars, tutorials, discussions, project-based method.

Pre- requirements: It is helpful the students have some knowledge in Analysis and Information
Technology

Assessment and Evaluation: Two tests during the semester, the results of which are part of the
final grade.
The course is successful completed with at least 65% of all scores.

Registration for the Course: obligatory course

Registration for the Exam: coordinated with the lecturer and the Student Service Office

KNOWLEDGE MANAGEMENT

Semester: VI semester

Type of Course: Lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/SS
Credits Numbers: 4,5 credits

Department: Informatics



Lecturer: Assoc. Prof. Irena Atanasova, PhD
Course Status: Compulsory.

Course description: The course provides an overview of knowledge management as a scientific
discipline and its relationship with the strategic management of organizations. Basic concepts of
the discipline, basic processes and models for knowledge management and innovation,
knowledge transfer, organizational culture, techniques and technologies for knowledge
management, design and control of a knowledge management system are considered.

Special attention in the course is paid to the knowledge audit and the control of the
effectiveness of the knowledge management strategy in relation to the realization of the
corporate goals.

The course examines practical knowledge management methods, both in relation to human
resources and in relation to business processes and the information technologies that support
them. Practical classes are related to real practice in knowledge management.

Objectives: The main goal of the course is to acquaint students with the theory of knowledge
management and its application in organizations and companies. The course provides new
knowledge about knowledge management processes and models.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre- requirements: C++ programming

Assessment and Evaluation
e Tutorial - 70%
e Final Test-30%
The course is successful completed with at least 51% of all scores.

Registration for the Course: not required (core course)

Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:
1. Shelda Debowski, Knowledge Management, John Wiley & Sons Australia Ltd., Sidney,
2006.

2. Bergeron B., Essentials of Knowledge Management, John Wiley & Sons, Inc., Hoboken,
New Jersey, 2003.

3. Ackerman M., Pipek V., and Wulf V., Sharing Expertise: Beyond Knowledge

1. Management, Cambridge Ma: MIT Press, London, 2003.

4. Elias M. Awad & Hassan M. Ghaziri (2004), Knowledge Management, New Jersey:
Pearson Education, Inc.

5. Amrit Tiwana (2002), The Knowledge Management Toolkit, New Jersey: Pearson
Education, Inc.

6. Bensoussan, B. , C. S. Fleisher, The Financial Time Guide to Analysis for Managers,
Pearson Education Ltd.,2009



Information Systems and Technologies, bachelor’s degree 2023

7.

Strategic Management, Theory and Application, Adrian Haberberg & Alison Rieple,
Oxford University Press, New York, 2008

TRAINMOR KNOWMORE, Handbook on organizational knowledge management, 2008,
Greece, http://www.trainmor-knowmore.eu/

Paul Bocij, Andrew Greasley, Simon Hickie, Business Information Systems, Technology
Development & Management, Pearson Education Ltd, Harlow,2008
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THIRD YEAR — VI SEMESTER (OPTIONAL COURSES)

MATHEMATICAL OPTIMIZATION

Semester: VI semester

Course Type: lectures and tutorials

Hours per week: 2 lecture hours and 2 tutorial hours per week/SS

ECTS credits: 6 credits

Department: Informatics

Lecturer: Prof. Stefan Stefanov, PhD

Course Status: Optional course in the Information Systems and Technologies B.S. Curriculum

Short Description: The course in Mathematical Optimization (Mathematical Programming)
includes basic results and methods for solving various types optimization problems and related
topics: nonlinear optimization problems, linear optimization problems (simplex method, duality
in linear optimization, transportation problem, assignment problem), matrix games (John von
Neumann minimax theorem, graphical method for solving 2 x 2, 2 x n, and m x 2 games, relation
between matrix games and linear optimization), convex analysis (convex sets, sum of sets and
product of a set with a real number, projection of a point onto a set, separation of convex sets,
extreme points, cones, polar cones, polyhedrons, convex functions, directional derivatives,
subgradients and subdifferentials), convex optimization problems (Kuhn-Tucker theorem),
guadratic optimization problems.

Course Aims: Students should obtain basic knowledge and skills for solving optimization
problems under consideration.

Teaching Methods: lectures and tutorials

Requirements/Prerequisites: Mathematical Analysis, Linear Algebra, Analytic Geometry.
Assessment: written final exam

Registration for the Course: not necessary

Registration for the Exam: coordinated with the lecturer and Students Service Department

References:
Basic Titles:
1. P. Kenderov, G. Hristov, A. Dontchev — “Mathematical Optimization”, Kliment Ohridski
Sofia University Press, Sofia, 1989 (in Bulgarian).



2.  “Mathematical Optimization Problem Book and Handbook”, Kliment Ohridski Sofia
University Press, Sofia, 1989 (in Bulgarian).

3. M. Slavkova — “Mathematical Optimization Methods”, Sofia, 2000 (in Bulgarian).

4, M. Slavkova, Z. Tsenova — “Quantitative Methods and Statistics Problem Book”,
Technical University, Sofia, 2011 (in Bulgarian).

5. S. M. Stefanov — “Quantitative Methods of Management”, 2003 (in Bulgarian).

Additional Titles:

1. Suresh Chandra, Jayadeva Aparna Mehra — “Numerical Optimization with Applications”,
Narosa Publishing House, New Delhi, 2013.

2.  Andrew R. Conn, Katya Scheinberg, Luis N. Vicente — “Introduction to Derivative-Free
Optimization”, SIAM, Philadelphia, PA, USA, 2009.

3. Griva, S. G. Nash. A. Sofer — “Linear and Nonlinear Optimization”, 2-nd. ed., SIAM,
Philadelphia, 2009.

4. S. M. Stefanov — “Separable Optimization. Theory and Methods”, Springer, New York,
2021.

5. Hamdy A. Taha — ,Operations Research. An Introduction”, 10-th ed., Pearson, USA,
2017.

6. William F. Trench — “The Method of Lagrange Multipliers”, Trinity University, San
Antonio, Texas, USA, 2013 (available online).

VIRTUAL AND AUGMENTED REALITY

Semester: VI semester

Course Type: lecture and lab exercises

Hours per week: 2 lecture hours and 2 lab hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, PhD

Course Status: Optional course in the Information Systems and Technologies, Bachelor of
Science

Course Description: The course presents an introduction to virtual and augmented reality, with
an emphasis on the design and development of interactive virtual and augmented reality
applications. The course covers the history of the field, fundamental theory, interaction
techniques, and specific application areas. In the context of virtual and augmented reality, some
of the concepts related to computer vision, computer graphics and human-computer interaction



will be introduced. Students will be tasked with creating their own virtual or augmented reality
application as a course project.

Course Objectives This course aims to provide students with knowledge and skills about the
prospects and possibilities of virtual reality and augmented reality.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements: Basic knowledge of computer graphics, computer mathematics and
programming knowledge is required.

Assessment: Evaluating the student shall be carried out on the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and paper. Students who have a minimum average estimate /3/ of the current control is not
allowed to test the regular session. They must present additional development and evaluation
after receiving at least medium /3/ be admitted to the written examination of supplementary or
liguidation session. The final estimate is derived from the average of the current control and
evaluation of the written exam.

Registration for the Course: Submitted an application to the academic department at the end of
current semester.

Registration for the Exam: Coordinated with the lecturer and Student Service Department.

References:

1. Jones, P., Osborne, T., Sullivan-Drage, C., Keen, N., & Gadsby, E. (2022). Virtual reality
methods: A guide for researchers in the social Sciences and humanities (p. 158). Policy
Press. Available online on 10-09-2023.
https://library.oapen.org/viewer/web/viewer.html|?
file=/bitstream/handle/20.500.12657/57076/9781447360773.pdf

2. Ariso, J. M. (2017). Augmented reality: reflections on its contribution to knowledge
formation. De Gruyter. Available online on 10-09-2023. https://library.oapen.org/
viewer/web/viewer.html?file=/bitstream/handle/20.500.12657/31407/628401.pdf

3. Linowes, J. (2018). Unity Virtual Reality Projects: Learn Virtual Reality by Developing
More Than 10 Engaging Projects with Unity 2018. Packt Publishing Ltd.

4. Cao, ), Lam, K. Y., Lee, L. H,, Liu, X., Hui, P., & Su, X. (2023). Mobile augmented reality:
User interfaces, frameworks, and intelligence. ACM Computing Surveys, 55(9), 1-36.

5. Grubert, J.,, & Grasset, R. (2013). Augmented reality for Android application
development. Packt Publishing Ltd.

6. Neelakantam, S., & Pant, T. (2017). Learning web-based virtual reality: build and deploy
web-based virtual reality technology. Apress.

7. Mealy, P. (2018). Virtual & augmented reality for dummies. John Wiley & Sons.

8. Fuchs, P. (2017). Virtual reality headsets-a theoretical and pragmatic approach. CRC
Press.



10.
11.

12.

13.

14.
15.

16.
17.

Turk, M., & Fragoso, V. (2015). Computer vision for mobile augmented reality. Mobile
Cloud Visual Media Computing: From Interaction to Service, 3-42.

Sood, R. (2012). Pro android augmented reality. Apress.

Kanivets, O. V., Kanivets, I. M., Kononets, N. V., Gorda, T. M., & Shmeltser, E. O. (2020).
Development of mobile applications of augmented reality for projects with projection
drawings.

Glover, J., & Linowes, J. (2019). Complete Virtual Reality and Augmented Reality
Development with Unity: Leverage the power of Unity and become a pro at creating
mixed reality applications. Packt Publishing Ltd.

Linowes, J. (2018). Unity Virtual Reality Projects: Learn Virtual Reality by Developing
More Than 10 Engaging Projects with Unity 2018. Packt Publishing Ltd.

Okita, A. (2019). Learning C# programming with Unity 3D. AK Peters/CRC Press.

Taylor, A. G. (2016). Develop Microsoft HoloLens apps now (pp. 91-100). New York, NY,
USA: Apress.

ONG,, S., & Ong, S. (2021). Beginning windows mixed reality programming. Apress.
LaValle, S. M. (2023). Virtual Reality. Cambridge University Press.

PROGRAMMING WITH .NET

Semester: VI semester

Course Type: lectures and labs

Hours (weekly): 2 lecture hours and 2 lab hours per week/SS

ECTS Credits: 6.0 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Optional course from the Information Systems and Technologies Bachelor
Curriculum.

Short Description: This course observes .NET software development framework. The main

topics

included in this course are: .Net Framework overall architecture, CLR, CTS, lambda

expressions, data access — EF/LINQ, processing XML, WinForms. Will be addressed and some of
the more complex concepts such as reflection, asynchronous programming.

Course Aims: The course aim is to give theoretical and practical background to students to use
.NET family languages in custom software development.

Teaching Methods: Lectures, Labs, Discussions, Project Based Methods



Requirements/Prerequisites: Knowledge in Programming Basics, Object Oriented Programming
with C++/Java, Operating Systems.

Exam: final exam

Course enrolment: Students should submit an application at the academic affairs department at
the end of the current semester.

Registration for the exam: Coordinated with lecturer and Students Service Department

References:

1. CeetanH HakoB n BecenuH Kones, BbBeageHue B nporpamupaHeto cbe CH, Pabep, 2011,
ISBN: 978-954-400-527-6

2. Eric Gunnerson and Nick Wienholt, A programmer's Guide to C# 5.0, APress, 2012

3. Daniel Solis, lllustrated C# 2012, 2nd.Edition. APress, 2012

4. Thuan Thai and Hoang Lam, .NET Framework Essentials, 2nd Edition, O'Reilly, 2002, ISBN
0-596-00302-1

5. Jeff Prosise, Programming Microsoft .NET (core reference), Microsoft Press, 2002, ISBN
0-7356-1376-1

6. Jesse Liberty, Programming C#, 2nd Edition, O Reilly, 2001, ISBN 0-596-00117-7

7. Fergal Grimes, Microsoft .NET for Programmers, Manning Publications, 2002, ISBN 1-
930110-19-7

8. lJesse Liberty, Programming C#, 2nd Edition, O'Reilly & Associates, Inc., 2002, 648 pages,
ISBN: 0596003099

9. Microsoft Developers Network. https://msdn.microsoft.com/bg-bg

PROJECT MANAGEMENT

Semester: VI semester

Course type: lectures and lab exercises

Hours per week: 2 lecture hours and 1 lab hour per week/SS
ECTS credits: 4.5 credits

Department: Informatics

Lecturer: Assoc. Prof. Irena Atanasova, PhD

Course status: Optional course from the Information Systems and Technologies Bachelor
Curriculum.

Course description: The Project Management course provides basic knowledge of the project
planning and management for achieving the strategic goals of organizations using different
types of funding, management models, staff motivation, and project stages planning. Proper



planning, budgeting, risk analysis, resource allocation, stage planning, and control of the
performed activity are important for the successful management of a project.

Course objectives: This course aims to provide students with knowledge of basic theoretical
concepts and practical approaches related to project management.

Teaching methods: Lectures, demonstrations, work on project and teamwork.

Requirements: Needed basic knowledge of operating systems, computer programming and
Data structures, object-oriented programming, databases, and DBMS.

Assessment: Evaluating the student shall be carried out on the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and tasks. Students who have a minimum average estimate /3/ of the current control is not
allowed to test the regular session. They must present additional development and evaluation
after receiving at least medium /3/ be admitted to the written examination of supplementary or
liguidation session. The final estimate is derived from the average of the current control and
evaluation of the written exam.

Registration for the course: Applied to the academic department at the end of current
semester.

Registration for the exam: Coordinated with the lecturer and Student Service Department.

References:

1. C. Unwnesa, Bn. Nlnnos, Un. MaHosa (2010) ,Moaxoam M meToan 3a peanusaumsa Ha
codtyepHu cuctemmn”, YU ,,Ce. Knument Oxpuacku”, Codus, bbarapus.

2. J. R. Meredith, S. M. Shafer, S. J. Mantel Jr, & M. M. Sutton (2020) “Project management
in practice”, John Wiley & Sons.

3. O. Kayyg (2014) ,U3kyctBOTO Aa ybexaasaw. KnwoyoBn ymeHusa 3a meHnabpu“, UK
CeeTtoBHa bubnnoteka, Codus, bbarapus.

4. H.CredaHos (1999),MepcoHaneH meHUaXMbHT”, UK Mpucma, Codpua Bbarapus.

5. I. Netpos (2000) ,OcHoBM Ha ¢PpuHaHcuTe Ha dupmata”, usa. Tpakusa-M, Coodwus,
bbvarapua.

6. J1.Metpos (2011) OcHoBwM Ha cyeToBOACTBOTO, K MapTtuneH, Codus.

7. Project Institute. (2017). Project manager competency development framework. Project
Management Institute.

8. H.Kerzner (2017) “Project management case studies”, John Wiley & Sons.

9. J. Kuster, E. Huber, R. Lippmann, A. Schmid, E. Schneider, U. Witschi, R. Wist (2015)
“Project management handbook”, Springer-Verlag Berlin Heidelberg, Springer.

10. R. E. Fairley (2011) “Managing and leading software projects”, John Wiley & Sons.

11.R. Burke, & S. Barron (2014) “Project management leadership. Building creative teams”,
John Wiley & Sons.



12. C. S. Dionisio (2018) “A project manager’s book of tools and techniques”, John Wiley &
Sons, Inc.
13.C. G. Cobb (2015) “The project manager's guide to mastering Agile: Principles and
practices for an adaptive approach”, John Wiley & Sons.
1. P.M.B.O.K. Guide (2017) “A guide to the project management body of knowledge”, 6"
Edition, In Project Management Institute, USA.

DESIGN AND ANALYSIS OF HUMAN COMPUTER INTERACTIONS

Semester: V| semester

Type of Course: Lectures and tutorials in computer lab.

Hours per week: 1 lecture hour, 1 seminar hour and 1 hour tutorials in computer lab/SS
Credits Numbers: 4,5 credits

Department: Informatics

Lecturer: Prof. Daniela Tuparova, PhD

Course Status: elective course in curriculum of major Information Systems and Technologies,
bachelor’'s degree.

Course description: The course is directed to mastering of core principles and techniques for
design, development and analysis of HCI. The problems as rules for graphical design of interface
of software applications, psychological characteristics of users target groups, phycology of the
colors etc., are discussed. Usability and accessibility of software applications are considered. The
techniques for usability analysis are performed.

Objectives: The student should obtain basic knowledge in area of design, development and
analysis of HCI.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre - requirements: No

Assessment and Evaluation
e Project- 50%
e Final Test- 50%
The course is successful completed with at least 51 % of all scores.

Registration for the Course: The students apply in Department of Informatics

Registration for the Exam: coordinated with the lecturer and the Student Service Office



Information Systems and Technologies, bachelor’s degree 2023

References:
Core
1. CradaHos, K. T[lpoeKkTuMpaHe Ha 4YOBEKO-MalUMHEH WHTepdenc, OHMaMH Kypc -
http://www-it.fmi.uni-sofia.bg/courses/HCl/index2.htm
2. Tynaposa [., Nonssaemoct Ha aurntanHu obpasoBatenHun pecypcu, ObpasosBaHue U
nosHaHue, Codus 2019

Additional

1. Shneiderman, B., & Plaisant, C. (2010). Designing the user interface: Strategies for
effective human-computer interaction. Boston: Addison-Wesley Dix A., Finlay at all,
Human-Computer Interaction, http://www.hcibook.com/e3/chaps/ch7/exercises/

2. Interaction Design, https://www.interaction-design.org/literature/topics/human-
computer-interaction

3. Helen Sharp, Jennifer Preece, Yvonne Rogers, Interaction Design: Beyond Human-
Computer Interaction Whiley, 2019

On-line resources
1. URL http://dlearning.swu.bg

PATTERN RECOGNITION

Semester: VI semester

Course Type: lectures and labs

Hours (per week): 2 lecture hours and 1 hour lab exercises per week/SS
Credits: 4,5 credits

Department: Informatics

Lecturer: Assoc. Prof. Stela Bancheva, PhD

Status of the course in the educational plan: Optional course in the Information Systems and
Technologies B.S. Curriculum

Description of the course: This course covers subjects required as a background for IT
professionals. This course expands techniques based on Al as well as new information
technologies. The course covers main principles of the Pattern Recognition theory. Some of the
topics included are data representation, discovering basic signs, determining optimal decisions
procedures (using different approaches and parameter evaluation).

Course Aims: The course aim is to give students good basic theoretical knowledge and practical
experience in pattern recognition. To become familiar with building mathematical models which
they should use to solve different problems for classification simple objects.
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Teaching Methods: lectures, discussions, practical work, laboratory exercises.

Requirements/Prerequisites: Basic knowledge in Analytic Geometry, Linear Algebra, Analysis,
Numerical Methods, Optimization. Advance knowledge in Discrete Mathematics, Graph Theory,
Programming, Formal Languages and Grammars.

Exam: The assessment of the current control is formed by one abstract and one course project.
Students with a minimum grade average (3.00) of current control are admitted to the exam
(written final test). The final score takes into account the results of the current control (75%)
and the score from the written exam (25%).

Registration for the course: It is necessary to submit an application to a study department at
the end of the previous academic year.

Registration for exam: Coordinated with the lecturer and Students Service Department.



FOURTH YEAR — VIl SEMESTER (COMPULSORY COURSES)

INTERNET PROGRAMMING

Semester: VIl semester

Type of Course: Lectures and tutorials in a computer lab.

Hours (per week): 2 lecture hours and 2 hours lab exercises per week/FS
Credits Numbers: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Nadezhda Borisova, PhD

Course Status: A core course in the curriculum of major IST, bachelor’s degree.

Course description: The course is an introduction to the design and programming of
Internet/Intranet Web-based information systems. A combination of JavaScript, CSS and
MySQL/PHP/Apache technologies is considered in practical aspects.

Objectives: The student should obtain knowledge of:
e Design and programming of Internet/Intranet Web-based information systems.
e Practical aspects of JavaScript, CSS and MySQL/PHP/Apache technologies.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre-requirements: Database systems, Web design (core courses).

Assessment and Evaluation
e Project- 50%
e Final Test- 50%
The course is successfully completed with at least 50% of all scores.

Registration for the Course: not required (core course)
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:
1. McGrath, M. (2021). PHP in easy steps, 4th edition: For interactive websites - updated
for PHP 8. United Kingdom: In Easy Steps.
2. Duckett, J. (2022). PHP & MySQL: Server-side Web Development. United Kingdom: Wiley.
PHP Notes For Professionals. (2023). (n.p.): Concepts Books Publication.
4. Nixon, R. (2021). Learning PHP, MySQL & JavaScript: A Step-by-step Guide to Creating
Dynamic Websites. United States: O'Reilly Media.
5. Tatroe, K., MaclIntyre, P. (2020). Programming PHP: Creating Dynamic Web Pages. (n.p.):
O'Reilly Media.D
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MOBILE APPLICATION DEVELOPMENT

Semester: VIl semester

Course Type: lectures and lab exercises

Hours per week: 2 lecture hours and 2 lab hours per week/FS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, PhD

Course Status: Compulsory Course in the Information Systems and Technologies in Bachelor of
Science Curriculum

Course Description: Over the past few years have seen a rapid development of the market
share of mobile devices such as tablets, e-readers, and smartphones. Application development
gained new meaning as the keyboard and mouse are no longer the main means of managing
computing devices. Therefore, appears the need to learn new technologies and programming to
create applications with a brand-new ideology. This course is a practical introduction to
developing applications for mobile devices. In seminars, students will learn about the different
environments to develop mobile applications and acquire basic theoretical knowledge and skills.
Details will be discussed and used development environment Microsoft Visual Studio with
Xamarin.Forms. It allows students to develop their applications in laboratory work and
individual coursework at the end of the course.

Course Objectives This course aims to provide students with knowledge and additional training
in the theory and practice in the development of applications for mobile devices. They will learn
about some of the environments to develop mobile applications and will gain more practical
knowledge in the development environment Microsoft Windows Phone.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements: Needed basic knowledge of operating systems, computer programming and
Data structures, object-oriented programming, databases, and DBMS.

Assessment: Evaluating the student shall be carried out on the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and paper. Students who have a minimum average estimate /3/ of the current control is not
allowed to test the regular session. They must present additional development and evaluation
after receiving at least medium /3/ be admitted to the written examination of supplementary or
liguidation session. The final estimate is derived from the average of the current control and
evaluation of the written exam.

Registration for the Course: not necessary



Registration for the Exam: Coordinated with the lecturer and Student Service Department.

References:
Basic Titles:
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15.
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17.

18.
19.

20.
21.

22.
23.
24.

Paul Johnson (2018) Using MVVM Light with your Xamarin Apps, Apress.

Paul F. Johnson (2015) Cross-platform Ul Development with Xamarin.Forms, Packt
Publishing.

Hindrikes, D., & Karlsson, J. (2020). Xamarin. Forms Projects: Build multiplatform
mobile apps and a game from scratch using C# and Visual Studio 2019. Packt Publishing
Ltd.

David Britch (2017) Enterprise Application Patterns using Xamarin.Forms, Microsoft
Press.

Jim Bennett (2018) Xamarin in Action. Creating native cross-platform mobile apps,
Manning Publications.

Russell Fustino (2018) Azure and Xamarin Forms: Cross Platform Mobile Development,
Apress.

Charlez Petzold (2016) Creating Mobile Apps with Xamarin.Forms, Microsoft Press.
Matthew Leibowitz (2015) Xamarin Mobile Development for Android Cookbook, Packt
Publishing.

Mark Reynolds (2014) Xamarin Essentials, Packt Publishing.

Dan Hermes (2015) Xamarin Mobile Application Development, Apress.

Can Bilgin (2016) Mastering Cross-Platform Development with Xamarin, Packt
Publishing

Christopher Miller (2017) Cross-platform Localization for Native Mobile Apps with
Xamarin, Apress.

William Smith (2014) Learning Xamarin Studio, Packt Publishing.

Mathieu Nayrolles (2015) Xamarin Studio for Android Programming: A C# Cookbook,
Packt Publishing.

Jonathan Peppers (2014) Xamarin Cross-platform Application Development, Packt
Publishing.

Michael Williams (2016) Xamarin Blueprints, Packt Publishing.

Cesar de la Torre, Simon Calvert (2016) Microsoft Platform and Tools for Mobile App
Development, Microsoft Press.

Ayan Chatterjee (2017) Building Apps for the Universal Windows Platform, Apress.
Benjamin Perkins, Jacob Vibe Hammer, Jon D. Reid (2016) Beginning Visual C#® 2015
Programming, John Wiley & Sons, Inc.

Maximiliano Firtman (2013) Programming the Mobile Web, Second Edition, O’Reilly.
Gail Rahn Frederick, Rajesh Lal (2009) Beginning Smartphone Web Development,
Apress.

Gerald Versulius (2017) Xamarin Continuous Integration and Delivery, Apress.

Adam Nathan (2016) Universal Windows® Apps with XAML and C#, SAMS
Xamarin.Forms Notes for Professionals; https://books.goalkicker.com/
XamarinFormsBook/



25. Hermes, D., & Mazloumi, N. (2019). Building Xamarin. Forms Mobile Apps Using XAML:
Mobile Cross-Platform XAML and Xamarin. Forms Fundamentals. Apress.

Additional Titles:

1. Free ebook: Creating Mobile Apps with Xamarin.Forms;
https://blogs.msdn.microsoft.com/microsoft_press/2016/03/31/free-ebook-creating-
mobile-apps-with-xamarin-forms/

2. Xamarin.Forms; https://docs.microsoft.com/en-us/xamarin/xamarin-forms/

Xamarin; https://docs.microsoft.com/en-us/xamarin

4. Microsoft Visual Studio; https://visualstudio.microsoft.com/
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SPECIALIZED STATISTICAL SOFTWARE

Semester: VIl semester

Type of Course: lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/FS
Credits Numbers: 6 credits

Department: Informatics

Lecturer: Assoc. Prof. Elena Karashtranova, PhD

Course Status: Obligatory course in curriculum of major Information systems and technologies,
Bachelor’s degree

Course description: The course Specialized statistical software /Statistical analysis of data with
the help of IT (MS Excel, Statistics, SPSS)/ should introduce students to apply the methods of
statistics in practice with the tools of IT.

The main objectives of the modeling the empirical data and application in the IT are introduced
in the course. Contemporary technologies used for their application (MS EXCEL, SPSS and
STATISTICA) are also included in the course.

Objectives:
e To give students theoretical knowledge of the main statistical procedures, as well as
some specifics of their usage.
e To teach students how to create models for statistical analysis of experimental data.
e To present contemporary IT for statistical analysis to the students.
e To prepare students for their future researches.

After successfully completing the course, the students should:
e know and be able to apply procedures for statistical analysis of experimental data;
e manage to create, edit, export and import data in contemporary IT;
e be able to create models for statistical analysis of experimental data.



Methods of teaching: seminars, tutorials, discussions, project-based method, simulations
Pre-requirements: Probability and Statistics, Information Technology

Assessment and Evaluation
e Project- 30%
e Final Test- 30%
e Individual students works-40%
The course is successful completed with at least 50% of all scores.

Registration for the Course: required

Registration for the Exam: coordinated with the lecturer and the Student Service Office



FOURTH YEAR — VII SEMESTER (OPTIONAL COURSES)

WEB-BASED EXPERT SYSTEMS

Semester: VIl semester

Type of Course: lectures and labs

Hours per week: 2 lecture hours and 2 lab hours per week/FS

Credits Numbers: 6,0

Department: Informatics

Lecturer: Assoc. Prof. Irena Atanasova, PhD

Course Status: Optional course from the Computer Science Bachelor Curriculum.

Course description: Artificial Intelligence has come out of the closets of scientists and has found
increasing application in the engineering and business world. The concept of engineering of
knowledge has only recently come under discussion. Principles of engineering have been
applied to the planning and development of software, i.e. software engineering has evolved as a
discipline in computer science that uses such methods as analysis of requirements,
specifications, planning and modular design, prototyping, and implementing the design in
appropriate programming languages, and finally, operational application. This course develops
two parallel approaches to knowledge engineering: For one, the lecture is designed to discuss
the fundamentals of artificial intelligence as it applies to knowledge engineering and the
development of expert systems and web-based expert systems. The second part of this course is
devoted to the practical web-based application of the concepts: The students will learn to
develop mini web-based expert systems of their choice that will incorporate the concepts of
expert systems and the techniques of knowledge engineering to assist practitioners in different
fields (e.g. auto mechanic, medical doctors, etc.) in diagnosing malfunctions and/or projecting
potential solutions to problem.

This course presents an in-depth examination of web-based expert or knowledge-based
systems. Topics to be covered include architectures, knowledge representation structures,
building techniques, and design tools and shells for constructing web-based expert systems; the
life cycle of web-based expert systems; and evaluating web-based expert systems. Details of
specific web-based expert systems and web-based expert system shells will be covered.

Basic objectives and tasks:

The main objective of this course is to provide the students with an understanding of the
principles of knowledge engineering and the design and development, planning, and
management of a web-based expert system.



e To explain what Web-Based Expert System (ES) is: Definition, history, and general
concept; Characteristic, advantages and limitations; Types and examples; Architecture
and components; Development process; Inference engine; Knowledge base; Uncertainty
factor; Knowledge acquisition; Web-based expert system’s development tools

e To give students opportunity to be creative on applying their ability by developing an
WBES. There will be a final task completed in a group

Methods of teaching: lectures, projects, other methods

Pre-requirements: Basic knowledge in Foundation of informatics, Mathematical Logic, and
Programming languages.

Exam: Test and discussion at the end of the semester, individual tasks and the general student’s
work during the semester.

Registration for the Course: not necessary
Registration for the Exam: Coordinated with the lecturer and the Student Service Office

References:

1. Jackson, P. Introduction to Expert Systems (3rd ed.). Addison-Wesley, 1998

2. Russell, S., P. Norvig. Artificial Intelligence: A Modern Approach (3rd ed.). Pearson
Education Ltd., 2010.

3. Joseph C. Giarratano, Gary D. Riley, Expert Systems: Principles and Programming,
Course Technology, 2005.

4. Y.Duan, J.S. Edwards, M. X. Xu, “Web-based expert systems: benefits and challenges”,
Information &Management, Volume 42(6), 2005, 799811.

5. E. J. Friedman-Hill, JESS, Java Expert System Shell, Sandia Nation Laboratories,
Livermore, CA, http://herzberg.ca.sandia.gov/jess

NUMERICAL OPTIMIZATION

Semester: VIl semester

Course Type: lectures and lab exercises

Hours per Week: 2 lecture hours and 2 lab hours per week/FS
ECTS Credits: 6 credits

Department: Informatics

Lecturer: Prof. Stefan Stefanov, PhD

Course Status: Optional Course in the Information Systems and Technologies B.Sc. Curriculum



Course Description: The course in Numerical Optimization includes basic numerical methods for
solving various classes of optimization problems: line search methods — dichotomous search,
golden section method, Fibonacci search, Newton’s method; unconstrained optimization
methods — nongradient methods (cyclic coordination method, method of Hooke and Jeeves,
method of Rosenbrock), gradient methods (steepest descent method), methods of second order
(Newton’s method, modifications), as well as conjugate directions methods (conjugate gradients
method: method of Fletcher-Reeves, method of Polak-Ribiere; quasi-Newton methods: method
of Davidon-Fletcher-Powell); constrained optimization — methods of feasible directions (of
Zoutendijk, of Rosen, of Wolfe [of the reduced gradient]), penalty and barrier functions
methods; nonsmooth analysis and methods for nondifferentiable (nonsmooth) optimization;
stochastic programming; separable programming; dynamic programming; vector (multi-
objective) optimization and Pareto optimality.

Course Objectives: Student should obtain knowledge and skills for numerical solution of
optimization problems.

Teaching Methods: lectures and lab exercises

Requirements/Prerequisites: Basic knowledge in Mathematical analysis, Linear algebra,
Analytic geometry, Mathematical programming.

Assessment: written final exam on two topics (grade weight is 60 %); two homework projects
(grade weight is 40 %)

Registration for the Course: by request at the end of the previous academic year
Registration for the Exam: coordinated with lecturer and Student Service Department

References:
Basic Titles:
1. Yu. P. Zaichenko — “Operations Research”, Slovo, Kiev, 2003.
2. V.G. Karmanov — “Mathematical Programming”, Nauka, Moscow, 1986.
3. Stefan M. Stefanov — “Quantitative Methods of Management”, Heron Press, 2003 (in
Bulgarian).

Additional Titles:

1. M. S. Bazaraa, H. D. Sherali and C. M. Shetty — “Nonlinear Programming. Theory and
Algorithms”, John Wiley & Sons, Inc., New York, 3-rd ed., 2008.

2. R. Fletcher — “Practical Methods of Optimization”, 2-nd ed., John Wiley & Sons,
Chichester-New York-Brisbane-Toronto-Singapore, 2003.

3. Jorge Nocedal, Stephen Wright — “Numerical Optimization”, 2-nd ed., Springer, 2008.

4. Stefan M. Stefanov — “Separable Optimization. Theory and Methods”, Springer, New
York, 2021.



DEVELOPING DATABASE APPLICATION

Semester: VIl semester

Course Type: lectures and laboratory exercises

Hours per week: 2 lecture hours and 2 laboratory hours per week/FS

ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Velin Kralev, PhD

Course Status: Optional Course in the Information System and Technologies B. S. Curriculum

Course Description: The course includes basic methods in database application development
and related topics: database application design; use of data controls; general functions of data
controls; ways to organize data; single record usage; using multiple records; view and edit data
via data grid; use of composite data fields; navigating and manipulating records; use of datasets;
basic methods, properties, and events of the TDataSet class; searching datasets; visualization
and editing of a subset of data using filters; add, edit, delete and store records; working with
batch operations; using table type datasets; using indexes to search for records; using ranges;
creating master/detail relationships. work with tables; use of data fields; dynamic and persistent
data fields; extended use of data fields; the basic methods of data fields; access the values of a
data field; using constraints; using data fields containing objects; basics of data export; send
data to other applications; analysis of information in database applications; creating reports in
database applications.

Course Objectives: Students should obtain basic knowledge and skills for developing databases
applications.

Teaching Methods: lectures and laboratory exercises

Requirements/Prerequisites: Basic knowledge and skills for databases, database management
systems and programming.

Assessment: written final exam
Registration for the Course: by request at the end of the previous academic year
Registration for the Exam: coordinated with lecturer and Student Service Department

References:
1. Embarcadero Technologies. (2021). Developing Database Applications: Embarcadero
Technologies. Retrieved from Embarcadero Technologies Web Site:
2. Marco Cantu. (2003). Mastering Delphi 7. Publisher Sybex
3. Marco Cantu. (2005). Mastering Borland Delphi 2005. Publisher Sybex
4. Marco Cantu. (2010). Delphi 2010 Handbook: A Guide to the New Features of Delphi



5. Embarcadero Technologies. (2020). FireDAC: Embarcadero Technologies. Retrieved from

Embarcadero Technologies Web Site:

AHppeli CopokuH. (2005). Delphi pa3spaboTKka 6a3 gaHHbIX. M3gaTencrso: Mutep.

Eric Harmon. (2001). Delphi/Kylix Database Development. Publisher Sams

Ivan Hladni. (2006). Inside Delphi. Publisher Wordware Publishing

David M. Kroenke, David Auer. (2012). Database Concepts (6th Edition). Publisher

Prentice Hall, USA

10. Carlos Coronel, Steven Morris, Peter Rob. (2012). Database Systems: Design,
Implementation, and Management. Publisher Cengage Learning, USA
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INTERACTIVE MULTIMEDIA TECHNOLOGIES

Semester: VIl semester

Type of Course: Lectures and tutorials in computer lab.

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/FS
Credits Numbers: 6 credits

Department: Informatics

Lecturer: Prof. Daniela Tuparova, PhD

Course Status: elective course in curriculum of major Information Systems and Technologies,
bachelor’'s degree.

Course description: The course is proposed for students from specialties “Informatics”,
»Information systems and technologies”, and “Education in Mathematics, informatics, and ICT”.
The main aim of the course is students to master basic methods and technics for design,
development and integration of different multimedia objects.

The course topics cover basic concepts of interactive multimedia, characteristics of authoring
tools for development of interactive multimedia content. Also basic technologies for
development of interactive mobile applications and virtual reality are considered. The practical
implementation is related to design and development of serious games.

Objectives:
e Students have to be able to:
e Create, edit, and integrate different multimedia objects;
e Develop multimedia content;
e Design and develop interactive educational games

Methods of teaching: lectures, tutorials, discussions, project-based method.

Pre - requirements: No



Assessment and Evaluation:

Formative assessment - 50%
Final Practical assessment- 50%

The course is successful completed with at least 51 % of all scores. In the case of minimum
grade 4.50 for formative assessment, students can escape the final practical assessment.

Registration for the Course: The students apply in Department of Informatics

Registration for the Exam: coordinated with the lecturer and the Student Service Office

References:

1. WeaHoB WU. UHTepakTUBHM npe3eHTaumn, N3a. "ObyyeHne", Codus, 2010

2. WeaHos WU. C. Hukonos, Undposu suaeonpoaykumu, N3a. "ObyyerHune", Codpus, 2012

3. Mapkos A., M. TogopoBa, M. Metpos, MyatumeaninHn texHonornu, dabep, Bennko
TbpHOBO, 2006

4. Topoposa M, Xp. MoHeBa, " Myntumeguinim texHonoruun", YU ,Cs. cB. Kupun un
MeTtoanin”, Benmko TvpHoBo, 2006 rog,. ,

5. Adobe Flash Professional CS6. Oduumnanen kypc Ha Adobe Systems

6. Audacity Manual, http://manual.audacityteam.org/o/
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8. Technical Support VideoPad Video Editor,
http://www.nchsoftware.com/videopad/support.html

9. MwuHKoscka 4., MYNTUMEONA U BUPTYAJZTHA PEAHOCT — NPEAUN3BUKATE/ICTBO 3A
HOBUTE NHXKEHEPHW TEXHO/1IOTUKA http://www.tu-sofia.bg/
faculties/mf/adp/nntk_files/konf-12/Materials/NAPRAVLENIE-8/10-8-D.Minkovska.pdf

10. Interactive Multimedia, Edited by loannis Deliyannis, ISBN 978-953-51-0224-3, 312
pages, Publisher: InTech, 2012, URL: http://www.intechopen.com/books/interactive-
multimedia

11. Inteactive Multimedia, Multimedia Production and Digital Storytelling, ED. by Dragan

Cvetkovic, Published: September 25th 2019, DOI: 10.5772/intechopen.77566, ISBN: 978-
1-78923-912-6, Print ISBN: 978-1-78923-911-9, eBook (PDF) ISBN: 978-1-78984-980-6,:
https://www.intechopen.com/books/interactive-multimedia-multimedia-production-
and-digital-storytelling

AUDIO AND VIDEO FILE PROCESSING

Semester: VIl semester

Course Type: lectures and lab exercises

Hours per Week: 2 lecture hours and 2 lab hours per week/FS

ECTS Credits: 6 credits



Department: Informatics
Lecturer: Assoc. Prof. Krum Ivanov, PhD
Course Status: Optional Course in the Information Systems and Technologies B.S. Curriculum

Course description: The program introduces students to the main types of audio and video
formats, their parameters, characteristics, specifics of processing. Introduces students to the
basic programs for processing audio and video files. Introduces students to the basic types of
sound, working with sound filters. The program allows learning the characteristics of the video
image, working with video effects and video signal manipulation.

Purpose of the course: To learn the main formats, the main parameters of sound, ways of
processing sound and video, the main programs for audio and video processing.

Teaching methods: Lectures, exercises, practical tasks, control checks.
Prerequisites: Must have computer skills.
Assessment: Written exam on seminar exercises and lecture material.

Exam registration: Students agree with the teacher on the desired exam days, ¢ within the
announced calendar schedule for the exam sessions.

Literature:
1. Xp. Kaparbosos, LUnudpposuaT 3syk-mutose 1 peweHns,”Busantna”2011
2. MansakosC., 3syko3anucHu cuctemmn Mysunka 1990
3. ®uHoBa CseTna, ,MOHTaXbT Ha ayaAnoBM3yasiHOTO npousseaeHne” Mspatencrso HBY,
2008
MeTkos CToliKo, ,,Ayamo-susmara”, Uspatencrso Poit KomwoHMKenwbH, 2017
Kambyposa,K. EnemeHTn Ha moHTaxKa, FO3Y , H.Puncku” 2010
MN3KycTBOTO Ha pasbupaemus Kog [. bocyen n T. Pyubp
Larry Jordan Adobe Premiere Pro Power Tips Secrets, Shortcuts, and Techniques
Rick Young The Focal Easy Guide to Final Cut Pro X
Sam Kauffmann, Ashley Kennedy Avid Editing A Guide for Beginning and Intermediate
Users
10. John Rosenberg The Healthy EditCreative Editing Techniques for Perfecting Your Movie
11. Ken Dancyger The Technique of Film and Video EditingHistory, Theory, and Practice
12. Lori Coleman, Diana Friedberg Make the Cut A Guide to Becoming a Successful Assistant
Editor in Film and TV
13. Sam McGuire, David Liban The Video Editor's Guide to Soundtrack Pro Workflows, Tools,
and Techniques
14. Larry Jordan Adobe CS Production Premium for Final Cut Studio Editors
15. Karel Reisz, Gavin Millar Technique of Film Editing, Reissue of 2nd Edition
16. Watkinson D., The Art of Digital Audio 2001
17. Ken Polman-Principlesof Digital AudioFocal Pressq2004
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18. "Emedia Professional. Dec 1999

19. Perceptual Coding - JD Johnston.

20. Watkinson, J. An Introduction to Digital Audio, Focal Press, 2002, ISBN 0-240-51643-5

21. Waggoner, B. Compression for great video and audio, 2010, ISBN 978-0-240-81213-7

22.Salomon, D. Data Compression, Springer, 2007, ISBN 1-84628-602-6

23. Durand R. Begault ,3-D Sound for Virtual Reality and Multimedia, NASA/TM—2000-
000000

24. Adobe Premiere Pro CC, usa. AnekcCoot, 2016

25. Robert M. Goodman, Editing Digital Video : The Complete Creative and Technical Guide,
2015

NoSQL DATABASES

Semester: VIl semester

Course Type: lectures and labs

Hours (weekly): 2 lecture hours and 2 lab hours/FS
ECTS Credits: 6 credits

Department: Informatics

Lecturer: Chief Assist. Prof. lvo Damyanov, PhD

Course Status: Optional course from the Information Systems and Technologies Bachelor
Curriculum.

Short Description: With the expansion of big data processing and information storage o non-
relational databases become more popular. This course aims to introduce the basics of non-
relational databases and to show how they can be used in specific projects. The course will
examine three main types of non-relational databases - key-valued stores, document stores,
column-oriented stores. Two NoSQL databases will be introduced in deep - MongoDB and
RavenDB. Cloud storages as blobs, azure tables and dynamoDB will also be introduced.

Course Aims: Students should acquire knowledge and skills to work with non-relational
databases.

Teaching Methods: Lectures, Labs, Discussions, Project Based Methods

Requirements/Prerequisites: Knowledge in Programming Basics, Object Oriented Programming,
Operating Systems and Databases.

Exam: final exam



Course enrolment: Students should submit an application at the academic affairs department at
the end of the current semester.

Registration for the exam: Coordinated with lecturer and Students Service Department

References:

1. Gaurav Vaish, Getting Started with NoSQL, Packt Publishing, 2013

2. Dan Mccreary, Ann Kelly, Making Sense of NoSQL, Manning Publications, 2014

3. Shashank Tiwari, Professional NoSQL, Wrox, 2011

4. Christof Strauch, NoSQL Databases (http://www.christof-strauch.de/nosqldbs.pdf)

5. Eelco Plugge, Peter Membrey and Tim Hawkins, The Definitive Guide to MongoDB: The
NoSQL Database for Cloud and Desktop Computing, Apress, 2010

6. David Chappell, Understanding NoSQL on Microsoft Azure, Chappell & Associates, 2014

7. http://ravendb.net/docs

8. https://foundationdb.com/documentation/

9. http://neodj.com/developer/get-started/

10. http://hadoop.apache.org/docs/current/

11. Blob Service Concepts (https://msdn.microsoft.com/en-
us/library/azure/dd179376.aspx)

12. http://cassandra.apache.org/



FOURTH YEAR — VIII SEMESTER (COMPULSORY COURSES)

SOFTWARE ENGINEERING

Semester: VIl semester

Course Type: lectures and lab exercises

Hours per week: 2 lecture hours and 2 lab hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Radoslava Kraleva, PhD

Course Status: Compulsory Course in Bachelor of Science Curriculum of Information System and
Technology.

Course Description: Software engineering associated with the development of software using
well-defined scientific principles, methods, and procedures. The outcome of software
engineering is an efficient and reliable software product. The result of software engineering is
an effective and reliable software product. The innovations observed today are the result of
well-designed and quality developed software products. This course is a theoretical and
practical introduction to the management of software engineering. During the lectures, the
students will become acquainted with the necessary theoretical material, and during the
laboratory sessions, they will apply the acquired knowledge in practical projects.

Course Objectives: The course aims to provide students with knowledge of basic theoretical
concepts and practical approaches related to software engineering.

Teaching Methods: Lectures, demonstrations, work on project and teamwork.

Requirements: Needed basic knowledge of operating systems, computer programming and
Data structures, object-oriented programming, databases and DBMS.

Assessment: Evaluating the student shall be carried out in the sixth grad scale — 2, 3, 4, 5, 6.
Evaluation of current control is obtained by taking the average of the assessment of coursework
and paper. Students who have a minimum average estimate /3/ of the current control is not
allowed to test the regular session. They must present additional development and evaluation
after receiving at least medium /3/ be admitted to the written examination of supplementary or
liguidation session. The final estimate is derived from the average of the current control and
evaluation of the written exam.

Registration for the Course: Not necessary.

Registration for the Exam: Coordinated with the lecturer and Student Service Department.



References:
Basic titles:

1. Capers Jones (2010) "Software Engineering Best Practices Lessons from Successful
Projects in the Top Companies", McGraw-Hill Companies.

2. Rob Stephens (2015) "Beginning Software Engineering", Wrox.

3. John Dooley (2011) "Software Development and Professional Practice", Apress.

4. Henry H. Liu (2009) "Software Performance and Scalability. A Quantitative Approach",
John Wiley & Sons, Inc.

5. Per Runeson, Martin Host, Austen Rainer, Bjorn Regnell (2012) "Case Study Research in
Software Engineering. Guidelines and Examples", John Wiley & Sons, Inc.

6. Stephen R. Schach (2011) "Object-Oriented and Classical Software Engineering", 8th
Edition, McGraw-Hill Companies, Inc.

7. Coral Calero, Mario Piattini, Editors (2015) "Green in Software Engineering", Springer.

8. Sam Guckenheimer, Neno Loje (2012) "Agile Software Engineering with Visual Studio
(Microsoft Windows Development Series)", 2nd Edition, Addison-Wesley

9. Caitlin Sadowski, Thomas Zimmermann, Editors (2019) "Rethinking Productivity in
Software Engineering", Apress Open.

10. Josh Tyler (2015) "Building Great Software Engineering Teams", Apress.

11. Priyadarshi Tripathy, Kshirasagar Naik (2015) "Software evolution and maintenance: a
practitioner’s approach", John Wiley & Sons, Inc.

12. Olga Filipova, Rui Vilao (2018) "Software Development from A to Z: A Deep Dive into all
the Roles Involved in the Creation of Software", Apress.

13. Douglas Bell (2005) "Software Engineering for Students: A Programming Approach", 4-th
Edition, Addison-Wesley.

14. Simple Easy Learning (2018) "Software Engineering Tutorial: Absolute Beginners";
https://www.tutorialspoint.com/software_engineering/index.htm

15. Ronald J. Leach (2016) "Introduction to Software Engineering", 2nd Edition, CRC Press.

16. Susan Lincke (2015) "Security Planning: An Applied Approach", Springer.

Additional titles:

1. Anténio Miguel Rosado da Cruz, Sara Paiva Editors (2018) "Modern Software
Engineering Methodologies for Mobile and Cloud Environments", IGI Global, USA.

2. Laurent Bossavit (2015) "The Leprechauns of Software Engineering", Leanpub.

3. David J. Parker (2016) "Mastering Data Visualization with Microsoft Visio Professional
2016", Packt Publishing Inc.

4. Gregg D. Richie (2017) "Microsoft Project 2016. Microsoft Official Academic Course",
WILEY.

5. Leon Starr, Andrew Mangogna, Stephen Mellor (2017) "Models to Code: With No

Mysterious Gaps", Apress.



INFORMATION SYSTEMS AND TECHNOLOGY IN SOCIAL MEDIA ANALYSIS

Semester: VIl semester

Course Type: lectures and lab exercises

Hours per week: 2 lecture hours and 2 lab hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Irena Atanasova, PhD

Course Status: Compulsory Course in Bachelor of Science Curriculum of Information System and
Technology.

TRAINING AT IT COMPANY

Semester: VIl semester

Course Type: seminar and lab exercises

Hours per week: 1 seminar hour and 2 lab hours per week/SS
ECTS Credits: 4 credits

Department: Informatics

Instructor: Part-time Assist. Prof. lvan Zhdrapanski

Course Status: A core course in the curriculum of major Information Systems and Technologies,
bachelor’'s degree.

Course description: The course is designed for acquiring practical skills and habits and the
acquisition of expertise through introduction and participation in the activities of companies
and organizations that design, implement, deploy, and use modern IT.

Objectives: This course aims to bind the knowledge gained from university education with
hands-on activities performed in different IT companies (organizations).

Methods of teaching: Work in a real work environment.

Pre-requirements: Basic knowledge of Informational Technologies, Operating Systems,
Databases and Programming.

Assessment: report; journal of the conducted practical training.
Registration for the Course: not required (core course)

Registration for the Exam: coordinated with the lecturer and the Student Service Office.



FOURTH YEAR — VIl SEMESTER (OPTIONAL COURSES)

TEXT MINING

Semester: VIl semester

Type of Course: Lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/SS
Credits Numbers: 6,0 credits

Department: Informatics

Lecturer: Assoc. Prof. Irena Atanasova, PhD

Course Status: Elective.

Course description: The course introduces concepts and methods for knowledge discovery from
large amounts of text data and the application of text mining techniques for business
intelligence, digital humanities, and social behavior analysis.
The main goal of this course is to increase student awareness of the power of large amounts of
text data and computational methods to find patterns in large text corpora. This course is
designed as an elective course for those students who are interested in text mining.
Programming skill is preferred but not required in this class. This course will introduce the
concepts and methods of text mining technologies rooted from machine learning, natural
language processing, and statistics. This course will also show case the applications of text
mining technologies in:

e information organization and access,

e business intelligence,

e social behavior analysis,

e digital humanities.

Objectives: After taking this course, the students will be able to:

e describe basic concepts and methods in text mining, for example document
representation, information extraction, text classification and clustering, and topic
modeling;

e use benchmark corpora, commercial and open-source text analysis and visualization
tools to explore interesting patterns;

e understand conceptually the mechanism of advanced text mining algorithms for
information extraction, text classification and clustering, opinion mining, and their
applications in real-world problems;



e choose appropriate technologies for specific text analysis tasks and evaluate the benefit
and challenges of the chosen technical solution.

Methods of teaching: lectures, tutorials, discussions, project based method.
Pre- requirements: C++ programming

Assessment and Evaluation
e Tutorial - 70%
e Final Test-30%
The course is successful completed with at least 51% of all scores.

Registration for the Course: required (elective course)
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References

1. Weiss, S. M., Indurkhya, N., & Zhang, T. (2010). Fundamentals of predictive text mining.
New York: Springer. ISBN: 978-1849962254

2. The instructor will also provide slides, tutorials, readings, sample data, and sample
scripts.

3. Manning, C. D., Raghavan, P., & Schutze, H. (2008). Introduction to information retrieval,
Chapters 6 and 13-18, Cambridge University Press. Available online at:
http://nlp.stanford.edu/IR-book/

4. Mitchell, T. (1990). Machine learning. McGraw-Hill.

5. Severance, C. (2016). Python for everybody: Exploring data in Python 3. Online book:
https://www.py4e.com/

LANGUAGES FOR ARTIFICIAL INTELLIGENCE

Semester: VIl semester

Type of Course: Lectures and tutorials in computer lab

Hours per week: 2 lecture hours and 2 hours tutorials in computer lab/SS
Credits Numbers: 6,0 credits

Department: Informatics

Lecturer: Assoc. Prof. Irena Atanasova, PhD

Course Status: Elective.

Course description: The course introduces students to the characteristic features and
theoretical foundations of functional and logical programming. The basic constructs of



functional and logical programming languages and the structure of programs are studied.
Particular attention is paid to some specific issues such as higher order function, deferred
evaluation, infinite stream handling, database structure in logic programming, recursion, etc.
The basic principles of the implementation of functional and logical programming languages in
building artificial intelligence systems are presented. Some characteristic applications of these
languages are considered.

Objectives: After completing the course, students should be able to:
e to design and implement elements of artificial intelligence systems.
e to use widely distributed and accessible platforms for functional and logical
programming.

Methods of teaching: lectures, tutorials, discussions, project-based method.
Pre- requirements: C++ programming

Assessment and Evaluation
e Tutorial - 70%
e Final Test-30%
The course is successful completed with at least 51% of all scores.

Registration for the Course: required (elective course)
Registration for the Exam: coordinated with the lecturer and the Student Service Office

References

1. R.Kent Dybvig / The Scheme Programming Language, Fourth Edition Copyright © 2009
The MIT Press. Electronically reproduced by permission. Illustrations © 2009 Jean-
Pierre Hébert ISBN 978-0-262-51298-5 / LOC QA76.73.534D93

2. AbencbH, X.,, Ax. CacmbH CTpPyKTypa M MHTepnpeTaums Ha KOMMIOTbPHU NpOrpamu.
Codusa, CODTEX, 1994

3. Topoposa , M. Eanumn 3a GYHKUMOHANHO U JIOTMYECKO MporpamumpaHe, nmbpBa YacT:
dyHKUMoHanHo nporpamupaHe, Codpus, CUEJIA, 2004

4. Eisenberg, M. Programming in Scheme, MIT Press, 1990

5. Springer, G., D. Friedman. Scheme and the Art of Programming, MIT Press, 1989

6. M. TogopoBa E3vum 3a ¢YyHKUMOHANHO WM JIOTMYECKO MporpamupaHe, BTOpa 4YacT
Nornyecko nporpamupare. Coous, CIELA, 2010.

7. [Ox. Metakugec, A. Hepoyg ,lpvHUMNM Ha NorMKaTa M IOTMYECKOTO nporpamupaHe.”
Codwus, BUPTEX, 2000.

8. Attila Csenki, “Applications of Prolog”, 2009



COMPUTER INFORMATION SYSTEMS

Semester: VIl semester

Course Type: lectures and laboratory exercises

Hours per week: 2 lecture hours and 2 laboratory hours per week/SS
ECTS credits: 6.0 credits

Department: Informatics

Lecturer: Assoc. Prof. Velin Kralev, PhD

Course Status: Optional Course in Bachelor of Science Curriculum of Information System and
Technologies

Course Description: The course includes basics of database management systems and related
topics: introduction to the database management systems, requirements, architecture and basic
principles of operation; comparison between the most widely used database management
systems; basics of planning, installing, configuring and managing components of a DBMS and its
instances; tools for working with database management systems, familiarization with the tools
SQL Server Management Studio and IBConsole; design of relational databases and create a
physical diagram of database scheme in the DBMS; create and modify tables in the DBMS, use
types, expressions and functions; defining keys and restrictions when creating relationships
between tables, creating and using indexes, working with diagrams in the DBMS; working with
SQL statements INSERT, DELETE, and UPDATE with insert, delete and update data; working with
the SQL statement SELECT retrieving data; working with joins in extracting information from
multiple tables, creating and using views; create and work with stored procedures in the DBMS,
define custom functions; working with transactions and locks in the DBMS; create and use
triggers in the DBMS; security system DBMS, working with logins, roles and users,
authentication and authorization; exporting and importing data, DBMS capabilities for backup
and restore databases;

Course Aims: Students should obtain basic knowledge and skills for database management
systems.

Teaching Methods: tutorials and laboratory

Requirements/Prerequisites: Databases.

Assessment: written final exam

Registration for the Course: not necessary

Registration for the Exam: coordinated with the lecturer and Student Service Department

References:
1. C.J. Date. An Introduction to Database Systems. Eighth Edition. Pearson. 2003.



2. Elmasri, R., Navathe, S. Fundamentals of Database Systems. Sixth Edition. Pearson. 2013.

3. C.J. Date. SQL and Relational Theory: How to Write Accurate SQL Code. Second Edition.
O'Reilly Media. 2011.

4. A. Jorgensen, P. LeBlanc, J. Chinchilla, J. Segarra, A. Nelson. Microsoft SQL Server 2012
Bible. John Wiley & Sons, Inc. 2012.

5. 0. Thomas, P. Ward, B. Taylor. Administering Microsoft SQL Server 2012 Databases.
Microsoft Press. 2012.

6. P. Atkinson, R. Vieira. Beginning Microsoft® SQL Server® 2012 Programming. John Wiley
& Sons, Inc. 2012

7. R. Dewson. Beginning SQL Server for Developers. Fourth Edition. Apress. 2015.

Additional Titles
1. C. ). Date. Database Design and Relational Theory: Normal Forms and All That Jazz
(Theory in Practice). First Edition. O'Reilly Media. 2012.
2. C.J. Date. Database in Depth: Relational Theory for Practitioners: The Relational Model
for Practitioners. First Edition. O'Reilly Media. 2005.
3. Basit A. Masood-Al-Farooq. SQL Server 2014 Development Essentials. Packt Publishing.
2014.



